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All men by nature desire to know.

— Aristotle

It would have been virtually impossible, indeed, to have achieved
any success with the idea of the Autogiro unless I had been able to
calculate its basic design by mathematics before I began to build it.

Success by mere experiment would have been as unlikely as the
successful construction of a cantilever bridge without any previous

engineering experience.

— Juan de la Cierva

I am, and ever will be, a white-socks, pocket-protector, nerdy
engineer — born under the second law of thermodynamics, steeped
in the steam tables, in love with free-body diagrams, transformed by

Laplace, and propelled by compressible flow.

— Neil Armstrong





A B S T R A C T

Experiments have consistently shown that metallic materials dis-
play strong size effects at the micron scale, with smaller being harder.
As a result, a significant body of research has been devoted to mo-
del this size dependent plastic phenomenon. At the continuum level,
phenomenological strain gradient plasticity (SGP) formulations have
been developed to extend plasticity theory to small scales. Grounded
on the physical notion of geometrically necessary dislocations (GNDs,
associated with non-uniform plastic deformation), SGP theories re-
late the plastic work to both strains and strain gradients, introducing
a length scale in the constitutive equations.

While growing interest in micro-technology motivated at first the
development of SGP models, the influence of GNDs goes beyond
micron-scale applications, as strains vary over microns in a wide
range of engineering designs. Particularly, gradient-enhanced mo-
deling of fracture and damage appears imperative - independently of
the size of the specimen - as the plastic zone adjacent to the crack tip
is physically small and contains strong spatial gradients of deforma-
tion. In this work a general framework for damage and fracture asses-
sment accounting for the role of GNDs is provided. Different classes
of gradient plasticity theories with ad hoc novel numerical schemes
are employed. Emphasis is given to develop robust computational
tools to predict and understand material failure mechanisms.

Results show a very strong influence of GNDs, revealing the need
to incorporate gradient effects to adequately characterize behavior
at the small scales involved in crack tip deformation. Encouraging
quantitative agreement with experimental data is achieved by incor-
porating features of the underlying microstructure (GNDs). The ri-
cher continuum characterization of stress and hydrogen concentra-
tion in the fracture process zone leads to particularly promising re-
sults in hydrogen environmental assisted cracking modeling, a field
of great engineering interest that continues to plague applications of
high strength metals.

vii



R E S U M E N

Las observaciones experimentales han puesto de manifiesto la exis-
tencia, a nivel micrométrico, de un fuerte efecto tamaño en los mate-
riales metálicos (smaller is harder). Se ha destinado por consiguiente
un significativo esfuerzo investigador a la modelización de este efecto
plástico de escala. En el medio continuo se han desarrollado formu-
laciones fenomenológicas de gradientes de deformaciones plásticas
(SGP) para extender la plasticidad convencional al dominio micromé-
trico. Basadas en el concepto físico de las dislocaciones geométrica-
mente necesarias (GNDs, asociadas a deformación plástica no unifor-
me), las teorías SGP relacionan el trabajo plástico con la deformación
y los gradientes de deformación, introduciendo así una longitud de
escala en las ecuaciones constitutivas.

Aunque el desarrollo de modelos SGP estuvo motivado en primer
lugar por un creciente interés en la microtecnología, la influencia de
las GNDs va más allá del desarrollo de micro-componentes, ya que
las deformaciones varían significativamente en distancias micrométri-
cas en un amplio rango de aplicaciones ingenieriles. En particular, la
modelización de la fractura y el daño considerando los gradientes pa-
rece indispensable - independientemente del tamaño del componente
estructural - ya que la zona plástica adyacente a la punta de la grie-
ta es físicamente pequeña y contiene fuertes gradientes espaciales de
deformación. En este trabajo se desarrolla un marco generalizado pa-
ra la evaluación del daño y la fractura incorporando la influencia de
las GNDs. Para ello se emplean diferentes clases de teorías SGP con
novedosas implementaciones numéricas ad hoc, haciendo especial én-
fasis en el desarrollo de herramientas computacionales robustas para
predecir y comprender los mecanismos de fallo.

Los resultados muestran una importante influencia de las GNDs,
revelando la necesidad de incorporar el efecto gradiente para mo-
delizar adecuadamente el comportamiento en las diferentes escalas
que caracterizan la deformación en la punta de la grieta. Así, cuando
se consideran ciertas características de la microestructura (GNDs), se
aprecia una alentadora concordancia cuantitativa con los datos expe-
rimentales. Esta caracterización enriquecida en el medio continuo de
las tensiones y la concentración de hidrógeno en la zona de proceso
de fractura lleva a unos resultados particularmente prometedores en
la modelización del agrietamiento asistido por hidrógeno, un campo
de gran interés ingenieril que continúa limitando las aplicaciones de
metales de alta resistencia.
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Part I

N U M E R I C A L F R A M E W O R K





1
I N T R O D U C T I O N

1.1 background

In recent years there has been an increasing interest in characteri-
zing the behavior of metallic materials at the micrometer scale. Ex-
amples are found in micro-electromechanical systems (MEMS), mi-
croelectronic components and thin film applications. A wide array
of micron scale experiments have revealed that metals display strong
size effects when deformed non-uniformly into the plastic range. Par-
ticularly representative examples are: (i) indentation (Fig. 1.1), (ii)
torsion (Fig. 1.2) and (iii) bending (Fig. 1.3).

Figure 1.1: Indentation depth dependence of the hardness of polycrystalline
copper [1]. Taken from [2].

From a series of careful nanoindentation experiments, Nix and
Gao [1] found a linear relation between the indentation depth and
the hardness of single crystal and cold worked polycristalline cop-
per. This size effect becomes negligible as the indentation depth is
increased beyond a characteristic length of the order of micrometers.

3



4 introduction

Figure 1.2: Experimental data on thin copper wires reveals a significant gra-
dient effect under (a) torsion, where non-uniform strains arise,
while nearly no size effect is observed in (b) uniaxial tension.
Adapted from [2, 3].

Fleck and co-workers [3] tested very thin copper wires (with ra-
dius a varying from 6 to 85 µm) under both uniaxial tension and
torsion. Results reveal only a minor influence of specimen size on
tensile behavior but a systematic increase in torsional hardening with
decreasing wire diameter. As described in [3], the torsion data in Fig.
1.2 (a) is displayed in the form T/a3 vs κa, with T being the torque
and κ the twist per unit length. The non-dimensional group κa may
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be interpreted as the magnitude of the shear strain at the surface of
the wire while the group T/a3 gives a measure of the shear stress
across the section of the wire in some averaged sense. Dimensional
analysis establishes that T/a3 is a function of κa but is otherwise in-
dependent of the wire radius, such that the curves should superpose
for any constitutive law which does not contain a length scale.

Figure 1.3: Microbending tests on nickel foils reveal substantial strengthe-
ning with diminishing thickness, which is not observed in ten-
sion. Adapted from [2, 4].

.

By means of a novel experimental setup, Stölken and Evans [4]
were able to perform micro-bending tests on nickel foils of different
thicknesses. Scaling arguments based on conventional plasticity
predict that, for foils of thickness h and width b, the normalized
bending moment M/bh2 should depend uniquely on the plastic
strain at the surface εb = h/2R0 (with R0 being the mandrel radius)
[2]. However, results reveal that thinner specimens are stronger and
strain harden more than thicker ones. Uniaxial tension tests were
also conducted and, as in the work by Fleck et al. [3], almost no
influence of specimen size is observed. Thus, the smaller is harder
or smaller is stronger trends observed in the aforementioned micron
scale experiments are intrinsically associated with the presence of
strain gradients.

In terms of the underpinning dislocation phenomena, work harde-
ning is controlled by the total density of dislocations, part of which is
related to the gradients of plastic strain. Thereby, dislocation storage
governing material hardening is due to: (i) dislocations that trap each
other in a random way and (ii) dislocations required for compatible



6 introduction

deformation of various parts of the crystal [3]. The latter are referred
to as Geometrically Necessary Dislocations (GNDs) while the former
are named Statistically Stored Dislocations (SSDs). The physical no-
tion of GNDs is further elucidated in the paradigmatic benchmark of
a plastically bent metal beam. As depicted in Fig. 1.4, an extra storage
of dislocations is required to accommodate the lattice curvature that
arises due to non-uniform plastic deformation [5]. GNDs do not con-
tribute to plastic strain but to material work hardening by acting as
obstacles to the motion of SSDs. This extra storage of dislocations asso-
ciated with gradients of plastic strain will manifest its influence when
the characteristic length of deformation becomes sufficiently small.

Figure 1.4: (a) Under pure bending a periodic array of dislocations with Bur-
gers vector b and spacing Lwill generate a lattice curvature equal
to b/L2, (b) a schematic view of GNDs in a plastically bent lattice.
Adapted from [5].

Depending on the scale of interest, different approaches can be
adopted to model small scale plastic deformation [6]. Thus, ab initio
or molecular dynamics calculations may be appropriate for studies
of dislocation cores and interactions between individual dislocations.
However, these models would be prohibitively expensive from a
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computational point of view if a larger material volume is considered.
An alternative is to apply dislocation mechanics and to model the
motion of a large number of individual dislocations in a crystal. This
so-called discrete dislocation dynamics simulations average out the
atomistic nature of the material by reducing the direct atomic inte-
ractions to linear continuum elasticity. Another option is to address
the evolution of crystallographic texture by modeling anisotropic
plastic flow in single crystals, with crystal plasticity models being
able to explicitly determine the density of GNDs as a function of
the plastic slip tensor (see, e.g., [7]). While dislocation dynamics
and crystal plasticity constitute very useful tools to gain insight into
the fundamental mechanisms of plasticity, current computational
capabilities significantly limit the size of the volume that can be
handled through these approaches. Hence, plastic deformation
at the engineering component scale will continue to be modeled
using continuum-level isotropic plasticity for many years. However,
such size-scale dependent plastic phenomena cannot be captured
by classic plasticity theory, as the constitutive model includes no
material length parameters and hence predicts results independent
of sample dimensions.

Since the earlier works of Berdichevskii [8] and Aifantis [9, 10],
a number of formulations - referred to as Strain Gradient Plasti-
city (SGP) models - have been proposed to extend plasticity theory to
small scales (see, e.g., [6, 11–18] and references therein). Grounded
on the physical notion of GNDs, associated with incompatibility due
to strain gradients, SGP theories relate the plastic work (or, in some
cases, the yield strength) to both strains and strain gradients; thereby
introducing a length scale in the material description. These models
are cast in a form which reduces to classic plasticity when the length
scales of the imposed deformation gradients are large compared to
the material length parameters [13].

Isotropic gradient plasticity formulations can be classified accor-
ding to different criteria. For example, as a function of their approach
(i), either phenomenological [11, 13] or mechanism-based [12, 14]; as a
function of their order (ii), i.e., with (higher order) or without (lower
order) additional stress quantities and boundary conditions (see [19]);
or as a function of the theoretical treatment of higher order terms
(iii), namely work-conjugate or non-work-conjugate types (see [20]). One
of the most widely used SGP models is that of Fleck and Hutchinson
[13], which employs the displacement components and the effective
plastic strain as the primary variables in the variational statement
of boundary value problems. Unlike its predecessors [11], only
the primary variables and their first gradients enter the variational
formulation, leading itself nicely to numerical implementation.
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However, this attractive higher order phenomenological formulation
was found, under some non-proportional straining histories, to
violate the thermodynamic requirement that plastic dissipation must
be non-negative [6, 21]. Positive plastic work was later ensured by
employing dissipative higher order stresses constitutively related to
increments of strain [6, 15, 16]. But it has been very recently noticed
that this non-incremental formulation may lead to a delay in plastic
flow under certain non-proportional loading conditions [18, 22, 23].
It is therefore manifest that continuum modeling of size effects in
metal plasticity is under continuous development. The presently
available constitutive models are far from being firmly established
and uncertainties remain regarding the constitutive prescriptions that
best capture increased GNDs density associated with a plastic strain
gradient. Further progress in the search of a consistent theory that
yields realistic model predictions is expected in the years to come, as
valuable insight will likely be gained from critical experiments and
multi-scale modeling. The situation is not unlike that in the early
days of the development of conventional plasticity models, when
there was uncertainty about descriptions of yield surfaces and the
connection between phenomenological and physically-based theories
[24].

Remaining uncertainties and the complexity associated with their
numerical implementation have hindered a comprehensive embrace
of SGP theories in many engineering problems where GNDs play a
major role. This is particularly true in large scale applications that
demand a robust and efficient computational framework but, at the
same time, require a very accurate description of certain phenomena
governing the design criteria where strains vary over microns. Struc-
tural integrity assessment is a very representative example of the ap-
plicability of SGP models beyond micron scale specimens. Since the
earlier days of the development of SGP theories it has been widely be-
lieved that GNDs must have a profound influence in fracture problems;
independently of the size of the specimen, the plastic zone adjacent to
the crack tip is physically small and contains strong spatial gradients
of deformation (see Fig. 1.5). The experimental observation of clea-
vage fracture in the presence of significant plastic flow [25, 26] has
encouraged significant interest in the role of plastic strain gradients
in fracture and damage assessment. Studies conducted in the fra-
mework of phenomenological [27–31] and mechanism-based theories
[32–35] have shown that GNDs near the crack tip promote local strain
hardening and lead to a much higher stress level as compared with
classic plasticity predictions. These studies have highlighted the need
to account for the influence of strain gradients in the modeling of a
wide range of fracture problems, being particularly relevant in hydro-
gen assisted cracking due to the central role that the stress field close
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to the crack tip plays on both hydrogen diffusion and interface deco-
hesion [36]. Consequently, there is a need to identify and quantify the
relation between material parameters and the physical length over
which gradient effects prominently enhance crack tip stresses. Ho-
wever, fracture assessment within SGP is a very demanding problem
from the computational perspective; an appropriate characterization
of gradient effects requires the use of extremely refined meshes, with
a characteristic element length of a few micrometers in the vicinity of
the crack. This leads to convergence problems as the element distor-
tion becomes large or elements lose bearing capacity. It is therefore
a challenge to develop robust numerical schemes for state-of-the-art
SGP formulations that are able to handle load levels of interest from
an engineering perspective, where large strains and crack tip blunting
are of significant relevance.

Figure 1.5: Plastic strain gradients caused by local boundary conditions
ahead of a crack tip. Adapted from [3].

1.2 objectives

Understanding material failure mechanisms and developing power-
ful predictive computational tools for structural integrity assessment
is a field of great interest for industrial and engineering applications.
Consequently, the key objective of the present PhD thesis is to deve-
lop an efficient and reliable numerical framework to quantitatively
model fracture and damage at the engineering scale by incorpora-
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ting enhanced microstructural features (GNDs). While a number of
fracture studies accounting for gradient effects have been conducted,
several aspects have yet to be incorporated into the modeling to pro-
perly characterize behavior at the small scales involved in crack tip
deformation. Namely,

Identify the conditions where gradient effects should be incor-
porated in crack tip damage modeling by relating material pro-
perties, constraint scenarios and applied loads with the physical
distance ahead of the crack tip where GNDs significantly influ-
ence the stress distribution.

Account for large strains and rotations in the gradient-enhanced
crack tip fields characterization.

Compare predictions from different classes of SGP formulations,
examining the existing differences and discussing the physical
implications.

Incorporate state-of-the-art gradient plasticity formulations, elu-
cidating the role of energetic and dissipative contributions.

Quantify gradient effects in hydrogen transport towards the
fracture process zone.

Gain insight into the fracture mechanisms by correlating nume-
rical predictions with available experimental data.

Estimate hydrogen cracking thresholds and subcritical crack
growth rates under different environmental conditions with
SGP-based models.

A wide range of gradient plasticity formulations must be examined
to assess the role of strain gradients in crack tip mechanics. Conse-
quently, different numerical solutions must be employed to accommo-
date the peculiarities of each class of SGP theories.

1.3 thesis outline

This work is divided in two main parts.

Part I covers the first three chapters. In the first introductory
chapter the motivations and objectives of this work have been
exposed, size effects in metals have been described and the main
modeling efforts have been reviewed.

Chapter 2 introduces the compatibility, balance and constitutive
equations of the different classes of SGP formulations employed in
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the present work.

In chapter 3 the proposed ad hoc Finite Element (FE) - based solu-
tions for each gradient plasticity model are described. Emphasis is
placed on the original contributions of this work and their numerical
verification.

Part II includes the outcome of several novel studies of particular
interest from the fracture and damage assessment perspective.

In chapter 4 crack tip fields are thoroughly examined by means
of mechanism-based strain gradient plasticity for both infinitesimal
and finite deformation theories. An extensive parametric study is
conducted and differences in the stress distributions ahead of the
crack tip, as compared with conventional plasticity, are quantified.

In chapter 5 the higher order phenomenological theory by Fleck
and Hutchinson [13] is employed to characterize crack tip fields
within a finite strains framework. Results are compared with the pre-
dictions from the mechanism-based strain gradient plasticity theory
and differences between the two approaches within continuum SGP

modeling are highlighted and discussed.

Chapter 6 is devoted to fracture assessment by means of advanced
SGP models [6, 15]. The role of energetic and dissipative higher
order contributions is elucidated and gradient effects are quantified
by previously fitting experimental micro-tests data. Crack growth
initiation and subsequent resistance is computed using a cohesive
zone model and a special mixed FE-Rayleigh-Ritz method [37].

In chapter 7 hydrogen diffusion towards the fracture process zone
is examined accounting for local hardening due to GNDs by means
of phenomenological higher order SGP. Finite element computations
are performed within the finite deformation theory to characterize
the gradient-enhanced stress elevation and subsequent diffusion of
hydrogen towards the crack tip.

In chapter 8 finite element analysis of crack tip fields, emphasizing
finite strain and SGP, is integrated with electrochemical assessment
of occluded-crack tip hydrogen solubility and two decohesion-based
damage models to predict hydrogen environment assisted crack
growth properties.

The main achievements, conclusions and future work are presented
in chapter 9.





2
G R A D I E N T P L A S T I C I T Y F O R M U L AT I O N S

A theoretical framework that has potential to cover a large range
of gradient plasticity effects in isotropic materials is presented. Four
classes of SGP theories are considered, aiming to span a wide domain
of gradient plasticity formulations. The models considered as most
representative of the state-of-the-art are the Mechanism-based Strain
Gradient (MSG) plasticity theory [12], the phenomenological SGP

theory re-formulated by Fleck and Hutchinson [13], the advanced
model by Gudmundson [6], incorporating dissipative and energetic
terms, and the more general theory by Gurtin [15], which is generally
referred to as Distortion Gradient Plasticity (DGP). The compatibility,
balance and constitutive equations of the aforementioned SGP models
are respectively described in sections 2.1, 2.2, 2.3 and 2.4.

Gradient plasticity formulations introduce one or several length
parameters to capture the experimentally-observed size effects.
Despite the efficiency of SGP theories, a unified interpretation of
these internal length scales is still lacking and its relationship with
the material microstructure has not been clearly understood [38]. By
fitting experimental measurements of micro-tests through a specific
SGP theory (in a way that resembles the fitting of the strain hardening
exponent by means of a specific power law) the observed range of
the magnitude of these length parameters roughly falls within 1-10

µm, as depicted in Table 1.

Finally, it is necessary to remark that SGP theories are continuously
being enriched and modified; as the field evolves the role of novel
formulations on crack tip mechanics must be assessed.
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Table 1: Compilation of experimentally reported length scales with their associated SGP formulation.

Work Material Experiment Length scale - SGP model

Fleck et al. (1994) [3] Cu Torsion 3.7 µm - Fleck & Hutchinson (1993) [39]

Nix and Gao (1998) [1] Cu (cold worked) Indentation 5.84 µm - Nix & Gao (1998) [1]

Single crystal Cu (annealed) Indentation 12 µm - Nix & Gao (1998) [1]

Stölken and Evans (1998) [4] Ni Bending 5.2 µm - Fleck & Hutchinson (1993) [39]

Shrotriya et al. (2003) [40] Ni Bending 5.6 µm - Fleck & Hutchinson (1993) [39]

Haque and Saif (2003) [41] Al Bending 4.5 µm - Gao et al. (1999) [12]

Ro et al. (2006) [42] Al2024 Indentation 0.2 µm - Nix & Gao (1998) [1]

Qian et al. (2014) [43] Steel S355 Indentation 7 µm - Gao et al. (1999) [12]

Steel S690 Indentation 7 µm - Gao et al. (1999) [12]

Guo et al. (2017) [44] Cu Torsion 3 µm - Fleck & Hutchinson (1993) [39]

Iliev et al. (2017) [45] In Indentation 85.21 µm - Nix & Gao (1998) [1]

In Bending 93.34 µm - Fleck & Hutchinson (1993) [39]



2.1 mechanism-based gradient plasticity

The mechanism-based theory of strain gradient plasticity was
proposed by Gao and co-workers [12, 46] based on a multiscale
framework linking the microscale concept of SSDs and GNDs to the
mesoscale notion of plastic strains and strain gradients. Unlike other
SGP formulations, MSG plasticity introduces a linear dependence
of the square of plastic flow stress on strain gradient. This linear
dependence was largely motivated by the nano-indentation experi-
ments of Nix and Gao [1] and comes out naturally from Taylor’s
dislocation model [47], on which MSG plasticity is built. Therefore,
while all continuum formulations have a strong phenomenological
component, MSG plasticity differs from all existing phenomenological
theories in its mechanism-based guiding principles. The constitutive
equations common to mechanism-based theories are summarized
below, more details can be found in the original articles [12, 46].

In MSG plasticity, since the Taylor model is adopted as a founding
principle, the shear flow stress τ is formulated in terms of the dislo-
cation density ρ as

τ = αµb
√
ρ (2.1)

Here, µ is the shear modulus, b is the magnitude of the Burgers vector
and α is an empirical coefficient which takes values between 0.3 and
0.5. The dislocation density is composed of the sum of the density ρS
for SSDs and the density ρG for GNDs as

ρ = ρS + ρG (2.2)

The GND density ρG is related to the effective plastic strain gradient
ηp by:

ρG = r
ηp

b
(2.3)

where r is the Nye-factor which is assumed to be 1.90 for face-
centered-cubic (fcc) polycrystals. Following Fleck and Hutchinson
[11], Gao et al. [12] used three quadratic invariants of the plastic strain
gradient tensor to represent the effective plastic strain gradient ηp as

ηp =
√
c1η

p
iikη

p
jjk + c2η

p
ijkη

p
ijk + c3η

p
ijkη

p
kji (2.4)

The coefficients were determined to be equal to c1 = 0, c2 = 1/4

and c3 = 0 from three dislocation models for bending, torsion and
void growth, leading to

ηp =

√
1

4
η
p
ijkη

p
ijk (2.5)
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where the components of the strain gradient tensor are obtained by
η
p
ijk = ε

p
ik,j + ε

p
jk,i − ε

p
ij,k. The tensile flow stress σflow is related to

the shear flow stress τ by:

σflow =Mτ (2.6)

where M is the Taylor factor, taken to be 3.06 for fcc metals. Rearran-
ging Eqs. (2.1-2.3) and Eq. (2.6) yields

σflow =Mαµb

√
ρS + r

ηp

b
(2.7)

The SSD density ρS can be determined from (2.7) knowing the re-
lation in uniaxial tension between the flow stress and the material
stress-strain curve as follows

ρS = [σreff(ε
p)/(Mαµb)]2 (2.8)

Here σref is a reference stress and f is a non-dimensional function of
the plastic strain εp determined from the uniaxial stress-strain curve.
Substituting back into (2.7), σflow yields:

σflow = σref

√
f2(εp) + lηp (2.9)

where l is the intrinsic material length based on parameters of elas-
ticity (µ), plasticity (σref) and atomic spacing (b). Such that, for fcc
metals,

l =M2rα2
(
µ

σref

)2
b = 18α2

(
µ

σref

)2
b (2.10)

Several observations on the flow stress (2.9) must be remarked: [14]

(i) If the characteristic length of plastic deformation is much larger
than the intrinsic material length l, the GNDs-related term lηp beco-
mes negligible, such that the flow stress degenerates to σreff(εp), as
in conventional plasticity.

(ii) The flow stress in Eq. (2.9) is based on the Taylor dislocation
model, which represents an average of dislocation activities and is
therefore only applicable at a scale much larger than the average
dislocation spacing. For a typical dislocation density of 1015/m2, the
average dislocation spacing is around 30 nm such that the flow stress
in (2.9) holds at a scale above 100 nm.

(iii) Even though the intrinsic material length l in (2.10) depends on
the choice of the reference stress σref, the flow stress in (2.9) is, in fact,
independent of σref. This is because both terms inside the square root
in (2.9) are independent of σref.
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2.2 fleck-hutchinson 2001 theory

The 2001 re-formulation by Fleck and Hutchinson [13] of their ear-
lier phenomenological higher order SGP model [11] is one of the most
widely used gradient plasticity theories. Of similar form to that pro-
posed by Aifantis [9, 10], the novel formulation enjoys distinct compu-
tational advantages that makes it attractive for applications requiring
the generation of numerical solutions. There are two important diffe-
rences with its predecessors: (i) plastic strains are treated as primary
variables, placing them on a footing similar to the displacements and
(ii) length parameters are only present in the plastic range.

2.2.1 Infinitesimal deformation framework

Within a small strain setup, where the elastic and plastic strains are
respectively denoted as εeij and εpij, the total strain is given by

εij = ε
e
ij + ε

p
ij (2.11)

The conventional effective plastic strain rate is ε̇p =
√
2
3 ε̇
p
ijε̇
p
ij, with

εp =
∫
ε̇pdt. In Fleck-Hutchinson [13] theory hardening effects due

to plastic strain gradients are included through the gradient of the
plastic strain rate

ε̇
p
ij,k =

(
mijε̇p

)
,k (2.12)

where mij = 3
2σ
′
ij/σe is the direction of the plastic strain increment,

with σ ′ij denoting the stress deviator, and σe the von Mises effective
stress. Variations of the displacements ui, the effective plastic strain
εp and the gradient of the effective plastic strain εp,i appear in the
variational principles underlying the formulation and a higher order
stress vector quantity τi arises naturally as work conjugate to εp,i.
The internal virtual work increment takes the form

δWi =

∫
V

(
σijδε

e
ij +Qδεp + τiδεp,i

)
dV (2.13)

Here σij denotes the Cauchy stress tensor, Q is defined as the work
conjugate to εp and τiδεp,i is the contribution due to the plastic strain
gradients. Since ε̇pij = ε̇pmij, and consequently σijδε

p
ij = σeδεp,

integrating by parts (2.13) renders

δWi =

∫
V

[
−σij,jδui + (Q− σe − τi,i) δεp

]
dV

+

∫
S

(
σijnjδui + τiniδεp

)
dS (2.14)

where ni is the unit outward normal to S. In the absence of body
forces, the volume integral on the right-hand side of (2.14) vanishes,
resulting in the conventional equilibrium relation

σij,j = 0 on V (2.15)
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and its higher order counterpart

Q = σe + τi,i on V (2.16)

Consequently, the principle of virtual work follows as∫
V

(
σijδεij + τi,iδεp + τiδεp,i

)
dV =

∫
S

(Tiδui + tδεp)dS (2.17)

with the traction quantities Ti and t satisfying the natural boundary
conditions

Ti = σijnj on S (2.18)

t = τini on S (2.19)

The third order plastic strain gradient tensor ε̇pij,k can be decom-
posed, via orthogonal decomposition, into three independent tensors
ε̇
p(G)
ij,k , with G = 1, 3 [28, 48]. Such that a gradient-enhanced effective

plastic strain rate, Ėp can be defined in terms of three unique, non-
negative invariants of ε̇pij,k, which are homogeneous of degree two:

Ėp =

√
ε̇2p + l

2
1ε̇
p(1)
ij,k ε̇

p(1)
ij,k + 4l22ε̇

p(2)
ij,k ε̇

p(2)
ij,k +

8

3
l23ε̇

p(3)
ij,k ε̇

p(3)
ij,k (2.20)

where, l1, l2 and l3 are material length parameters. The effective
plastic strain rate can be expressed explicitly in terms of ε̇p and ε̇p,i:

Ėp =
√
ε̇2p +Aijε̇p,iε̇p,j +Biε̇p,iε̇p +Cε̇2p (2.21)

where the coefficients Aij, Bi and C depend on the three material
length parameters as well as on the spatial gradients of the plastic
strain increment direction,

Aij = l
2
1

(
1

2
δij +

2

5
mipmjp

)
+ εpirmqr

(
L22εpjvmqv + L

2
3εqjvmpv

)
(2.22)

Bi = l
2
1

(
4

3
mpqmpi,q −

8

15
mipmpq,q

)
+ 2εpirmqr

(
L22εpuvmqv,u + L23εquvmpv,u

)
(2.23)

C = l21

[
1

3
mij,k

(
mij,k + 2mjk,i

)
−
4

15
mki,imkj,j

]
+ εpirmqr,i

(
L22εpuvmqv,u + L23εquvmpv,u

)
(2.24)

with L22 = 4
3 l
2
2 +

8
5 l
2
3 and L23 = 4

3 l
2
2 −

8
5 l
2
3. Here, δij is the Kronecker

delta and εijk is the permutation tensor.

By the alternative definitionsAij = l∗
2
δij, Bi = 0 and C = 0 a single

length scale parameter theory closely related to the strain gradient
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theory of Aifantis [9] can be formulated using a new length parameter
l∗ with

Ėp =
√
ε̇2p + l

∗2 ε̇p,iε̇p,i (2.25)

The stresses are related to the strains through the following incre-
mental relations

σ̇ij = Cijkl (ε̇kl − ε̇pmkl) (2.26)

Q̇ = h (Ep)

(
ε̇p +

1

2
Biε̇p,i +Cε̇p

)
(2.27)

τ̇i = h (E
p)

(
Aijε̇p,j +

1

2
Biε̇p

)
(2.28)

where Cijkl is the elastic stiffness tensor in an isotropic solid and
h (Ep) = dσ/dεp is the tangent hardening quantity, evaluated from
uniaxial tensile data of stress σ versus plastic strain εp, as in the
case of classic plasticity. For the one-parameter version (2.25) the
constitutive relations yield

Q̇ = h (Ep) ε̇p (2.29)

τ̇i = l
∗2h (Ep) ε̇p,i (2.30)

The yield condition is specified in terms of the generalized effective
stress Qy = Q, with the evolution of Qy being respectively given by
Qy = h

(
ε̇p +

1
2Biε̇p,i +Cε̇p

)
and Qy = h (ε̇p) for the multiple and

single length parameter versions.

2.2.2 Finite deformation framework

The phenomenological SGP theory by Fleck and Hutchinson [13] is
generalized following the work by Niordson and Redanz [49], where
a thorough description can be found (see also the work by Niord-
son and Tvergaard [50]). An updated Lagrangian configuration is
adopted and by means of Kirchhoff stress measures the incremental
principle of virtual work, Eq. (2.17), can be expressed as:∫

V

(
ς̃ijδε̇ij − σij

(
2ε̇ikδε̇kj − ėkjδėki

)
+ (q̇− σ̇ςe) δε̇

p

+ %̌iδε̇
p
,i

)
dV =

∫
S

(
Ṫ0iδu̇i + ṫ0δε̇

p
)

dS (2.31)

Here, ς̃ij is the Jaumann rate of the Kirchhoff stress, q̇ is the rate of
the Kirchhoff variant of the effective stress, %̌i is the convected deriva-
tive of the higher order Kirchhoff stress and the velocity gradient is
denoted by ėij. Ṫ0i and ṫ0 are the nominal traction and the nominal
higher order traction, respectively, with the subscript 0 referring to
the reference configuration. The Kirchhoff quantities are related to
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their Cauchy counterparts in Eq. (2.17) by the determinant, J, of the
deformation gradient: ςij = Jσij, %i = Jζi, q = JQ and σςe = Jσe.
The finite strain generalization, for a hardening modulus h [Ep], of
the constitutive equations for the stress measures corresponding to
the total strain, the plastic strain, and the plastic strain gradient, re-
spectively, are given by:

ς̃ij = Cijkl (ε̇kl − ε̇
pmkl) = ς̇ij − ω̇ikσkj − σikω̇jk (2.32)

q̇− σ̇ς(e) = h

(
ε̇p +

1

2
Biε̇

p
,i +Cε̇

p

)
−mijς̃ij (2.33)

%̌i = h

(
Aijε̇

p
,j +

1

2
Biε̇

p

)
= %̇i − ėik%k (2.34)

where the elastic stiffness tensor is given by

Cijkl =
E

1+ ν

(
1

2

(
δikδjl + δilδjk

)
+

ν

1− 2ν
δijδkl

)
(2.35)

and ω̇ij = 1
2

(
ėij − ėji

)
is the anti-symmetric part of the velocity

gradient. Here δij is the Kronecker delta while E and ν denote
Young’s modulus and the Poisson ratio, respectively.

Fleck-Hutchinson (2001) [13] higher order phenomenological SGP

theory has been consistently employed to model size effects in metal
plasticity. The influence of the strain gradients is accurately captured
in a number of numerical experiments, such as simple shear, torsion,
void growth or nanoindentation [13, 51]. As detailed before, this
is achieved by defining the flow stress as a function of a gradient-
enhanced effective plastic strain σflow = f (Ep), where f is an incre-
asing function determined from a macroscopic uniaxial stress-strain
test. Motivated by Taylor-based hardening, wherein increases in dis-
location density underlie strain hardening, Fleck and Hutchinson [13]
define Ep to include contributions from plastic strain gradients. Thus,
as described in [28], dislocation density increases in the presence of
severe plastic strain gradients: this is manifest as an increase in ef-
fective plastic strain and a subsequent increase in flow stress through
the macroscopically determined strain hardening description.

2.3 advanced gradient plasticity theories

Gudmundson [6] was the first to note that the widely accepted phe-
nomenological model by Fleck and Hutchinson [13] does not always
satisfy thermodynamic requirements on plastic dissipation. With the
aim of overcoming this deficiency, Gudmundson [6] and Gurtin and
Anand [16] put forward a novel class of SGP theories that incorpora-
tes both energetic (or recoverable) and dissipative (or unrecoverable)
higher order stresses.
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2.3.1 Principle of virtual work and governing equations

Employing a small strain formulation, the total strain rate is
determined from the gradients of the displacement rates: ε̇ij =(
u̇i,j + u̇j,i

)
/2, and decomposes into an elastic part, ε̇eij, and a plastic

part, ε̇pij, so that: ε̇ij = ε̇eij + ε̇
p
ij. For a solid of volume V and external

surface S, the principle of virtual work reads [6]∫
V

(
σijδε

e
ij+qijδε

p
ij+τijkδε

p
ij,k

)
dV =

∫
S

(
Tiδui + tijδε

p
ij

)
dS (2.36)

where σij denotes the Cauchy stress, qij the so-called micro-stress
tensor (work conjugate to the plastic strain, εpij) and τijk the hig-
her order stress tensor (work conjugate to the plastic strain gradients
ε
p
ij,k), being the prime symbol omitted from qij and τijk although

only their deviatoric parts contribute to the principle of virtual work.
The right-hand side of Eq. (2.36) includes both conventional tractions,
Ti = σijnj, and higher order terms, tij = τijknk, with nk denoting
the outward normal to the surface S. The principle of virtual work
can alternatively be stated as∫

V

(
σijδεij +

(
qij − σ

′
ij

)
δε
p
ij

+ τijkδε
p
ij,k

)
dV =

∫
S

(
Tiδui + tijδε

p
ij

)
dS (2.37)

Here, σ ′ij is the deviatoric part of the Cauchy stress: σ ′ij = σij −

δijσkk/3. Applying the product rule and Gauss’ divergence theorem
to the internal virtual work - left hand side of Eq. (2.37) - renders

δWi =

∫
S

(
σijnjδui + τijknkδε

p
ij

)
dS−

∫
V

(
σij,jδui

+
(
τijk,k + sij − qij

)
δε
p
ij

)
dV (2.38)

Since the second integral on the right-hand side of Eq. (2.38) should
vanish for arbitrary variations, two sets of equilibrium equations can
be obtained

σij,j = 0 (2.39)

τijk,k + sij − qij = 0 (2.40)

Where the first integral on the right hand side of (2.38) may be iden-
tified as part of the external virtual work. Thus, by accounting for the
right hand side of (2.36), the corresponding conventional Ti = σijnj
and higher order tij = τijknk boundary conditions can be obtained.
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2.3.2 Thermodynamically consistent constitutive equations

The first two laws of thermodynamics for a given domain Ω of
a continuum body within a dynamical process of specific internal
energy E and specific entropy Λ read [52, 53]

˙∫
Ω

E dV =We (Ω) −

∫
∂Ω

qinidS+

∫
Ω

qdV (2.41)

˙∫
Ω

ΛdV >
∫
∂Ω

qi
Θ
nidS+

∫
Ω

q

Θ
dV (2.42)

with (̇) denoting a total time derivative and where We is the external
work, qi is the heat flux, q is the heat absorption and Θ the absolute
temperature. Within an isothermal process (Θ = Θ0) the thermody-
namic laws can be readily combined by considering the free energy
Ψ = E −Θ0Λ, such that [21]

˙∫
Ω

ΨdV 6We (Ω) (2.43)

which is generally referred to as Clausius-Duhem inequality or the

principle of dissipation. Given (2.36), and since ˙∫
Ω ΨdV =

∫
Ω Ψ̇dV

(with Ω being an arbitrary domain), the local free-energy inequality
takes the form

σijε̇
e
ij + qijε̇

p
ij + τijkε̇

p
ij,k − Ψ̇ > 0 (2.44)

Within a generalized setting, the time derivative of the Helmholtz
free energy is given by

Ψ̇ =
∂Ψ

∂εeij
ε̇eij +

∂Ψ

∂ε
p
ij

ε̇
p
ij +

∂Ψ

∂ε
p
ij,k
ε̇
p
ij,k (2.45)

Accordingly, appropriate constitutive relations must be considered
in order to fulfill the following imbalance:(
σij −

∂Ψ

∂εeij

)
ε̇eij +

(
qij −

∂Ψ

∂ε
p
ij

)
ε̇
p
ij +

(
τijk −

∂Ψ

∂ε
p
ij,k

)
ε̇
p
ij,k > 0

(2.46)

It is possible to prescribe arbitrary values of ε̇eij such that the ine-
quality is violated [54]. Thus, the elastic contribution is understood
to be purely energetic and the first term within brackets must vanish,
leading to the constitutive equation for the Cauchy stress,

σij =
∂Ψ

∂εeij
(2.47)
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The dissipative components of the microstress qDij and the higher
order stress τDijk are given by,

qDij =

(
qij −

∂Ψ

∂ε
p
ij

)
and τDijk =

(
τijk −

∂Ψ

∂ε
p
ij,k

)
(2.48)

and the dissipation inequality (2.46) takes the form,

qDij ε̇
p
ij + τ

D
ijkε̇

p
ij,k > 0 (2.49)

The first term in (2.49) does not constitute a problem from the
thermodynamic perspective as the effective plastic strain rate is
inherently positive. Plastic deformation is generally considered to
be a dissipative process and consequently the free energy is usually
defined independently of the plastic strain, implying qij = qDij (this
is, nevertheless, not always the case, c.f. [55]). However, the second
term may be negative for strongly non-proportional histories when
the stored energy associated with the plastic gradients is being
released (see [21, 54]). This is the case of Fleck and Hutchinson (2001)
theory [13] where the higher order stress - given by (2.28) - is purely
dissipative.

One way of ensuring positive plastic work is to adopt a purely
energetic formulation, implying:

τEijk = τijk =
∂Ψ

∂ε
p
ij,k

and τDijk = 0 (2.50)

such that the second term in (2.49) vanishes. The earlier works of
Aifantis and co-workers [9, 56, 57] fall within this approach, as the
higher order stress is given by

τi = `
2Hεp,iεp,i (2.51)

such that it can be determined from a free energy,

Ψ =
`2

2
Hεp,iεp,i (2.52)

where H is the tangent modulus, which is assumed to be a positive
constant. However, as discussed by Hutchinson [22], this interpre-
tation requires the input tensile curve to have a constant tangent
modulus, which is not a realistic restriction for a general plasticity
model. Moreover, from a physical standpoint it seems likely that
some of the work associated with τijk should be dissipative. The
source of dissipative effects may be attributed to the movement
of dislocations, a resulting resistance to dislocation motion that
translates into an increase of the yield strength; while energetic
effects may be associated to dislocation networks that lead to an
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increase in strain hardening [55, 58].

Dissipative higher order contributions can be incorporated - in a
thermodynamically consistent manner - by employing higher order
stress quantities that are related to increments of strain, as postula-
ted by Gudmundson [6] and Gurtin and Anand [16]. The pivotal
step in constructing this class of constitutive relations is to define an
effective stress Σ work conjugate to the gradient-enhanced effective
plastic strain rate Ėp, ensuring that the plastic work rate,

ΣĖp = qijε̇
p
ij + τ

D
ijkε̇

p
ij,k (2.53)

is always positive. Such that, for a quadratic form of the gradient
enhanced effective plastic strain rate,

Ėp =

√
2

3
ε̇
p
ijε̇
p
ij + L

2ε̇
p
ij,kε̇

p
ij,k (2.54)

where L is the dissipative length scale; a work conjugate effective
stress can be defined

Σ =

√
2

3
qDijq

D
ij + L

−2τDijkτ
D
ijk (2.55)

and the corresponding dissipative stress quantities (in terms of incre-
ments of strain) can be readily obtained:

qDij =
2

3

Σ

Ėp
ε̇
p
ij and τDijk =

Σ

Ėp
L2ε̇

p
ij,k (2.56)

Following [6], the energetic contributions are obtained from the
free energy, with a quadratic form being assumed,

Ψ =
1

2

(
εij − ε

p
ij

)
Cijkl

(
εkl − ε

p
kl

)
+
1

2
µ`2ε

p
ij,kε

p
ij,k (2.57)

Here, Cijkl is the isotropic elastic stiffness tensor, µ the shear mo-
dulus and ` the energetic constitutive length parameter. The conven-
tional stresses are given through the elastic relationship:

σij =
∂Ψ

∂εeij
= Cijkl

(
εkl − ε

p
kl

)
(2.58)

And the energetic higher order stresses are derived as:

τEijk =
∂Ψ

∂ε
p
ij,k

= µ`2εpij,k (2.59)

This novel class of advanced SGP theories [6, 16] is therefore able
to incorporate both energetic and dissipative higher order contribu-
tions within a consistent thermodynamic framework. The seminal
theory by Fleck and Hutchinson [13] has been recently reformulated
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by Hutchinson [22] to meet the aforementioned thermodynamic re-
quirements. Thus, the works by Gudmundson [6] and Gurtin and
Anand [16] established a milestone in the development of gradient
plasticity models. However, a number of open research issues re-
main to be addressed. Very recently Fleck, Hutchinson and Willis
[18, 22, 23] noted that non-incremental dissipative higher order terms
may lead to a delay in plastic flow under certain non-proportional
loading conditions. This has been numerically corroborated by Bar-
della and Panteghini [59] and by Martínez-Pañeda et al. [60]. This
physically uncertain response may favor the incremental modeling ap-
proach suggested by Hutchinson [22] where increments of all stress
magnitudes are expressed in terms of increments of strain. However,
a thermodynamically-consistent formulation with incremental consti-
tutive relations for dissipative gradient contributions has not been
proposed yet.

2.4 distortion gradient plasticity

In recent years, increased attention has been focused on the need to
account for the plastic spin, as proposed by Gurtin [15], to properly
describe the plastic flow incompatibility and associated dislocation
densities. It has been consistently shown (see, e.g., [59, 61, 62]) that
the use of phenomenological higher order models that involve the
whole plastic distortion (here referred to as Distortion Gradient
Plasticity, DGP) leads to superior modeling capabilities. Hence, a
distinct feature of Gurtin 2004 DGP [15] is the constitutive inclusion
of the plastic rotation through the prescription of a free energy
dependent on Nye’s dislocation density tensor [63].

The equations in this section refer to the mechanical response of
a body occupying a volume V with external surface S of outward
normal ni. More details about the higher order theory of distortion
gradient plasticity can be found in [15].

2.4.1 Variational principles and balance equations

Within a small strain formulation, the displacement gradient ui,j
can be decomposed into its elastic and plastic parts:

ui,j = γ
e
ij + γ

p
ij (2.60)

Where γpij, the plastic distortion, which characterizes the evolution
of dislocations and other defects through its structure, may in turn be
decomposed into its symmetric and skew parts:

γ
p
ij = ε

p
ij + ϑ

p
ij (2.61)
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Unlike the plastic strain field εpij, the plastic rotation ϑpij is essen-
tially irrelevant in the conventional theory. However, as pointed out
by Gurtin [15], phenomenological models of isotropic SGP involving
Nye’s dislocation density tensor αij as primal higher order kinematic
variable,

αij = εjklγ
p
il,k (α = curlγp) (2.62)

must account for the plastic spin since the macroscopic characteriza-
tion of the Burgers vector involves both the symmetric and skew parts
of the plastic distortion

εjklγ
p
il,k = εjklε

p
il,k+εjklϑ

p
il,k (curlγp = curl εp + curlϑp) (2.63)

with εjkl denoting the alternating symbol. Thus, in the absence of
higher order surface tractions, the principle of virtual work can be
expressed as:∫

V

(
σijδε

e
ij+ ζijδαij+ Sijδγ

p
ij+ τijkδε

p
ij,k

)
dV =

∫
S

TiδuidS (2.64)

where the Cauchy stress is denoted by σij. In addition to conventi-
onal stresses, the principle of virtual work incorporates the so-called
micro-stress tensor, Sij (work conjugate to the plastic distortion, γpij),
the defect stress ζij (work conjugate to Nye’s tensor αij, the curl of
the plastic distortion) and the higher order stress tensor, τijk (work
conjugate to the plastic strain gradients εpij,k). By taking into account
that the micro-stress tensor can be decomposed into its symmetric
and skew parts: Sij = qij +ωij, the virtual work statement can be
expressed as:∫

V

(
σijδεij + ζijδαij +

(
qij − σ

′
ij

)
δε
p
ij +ωijδϑ

p
ij

+ τijkδε
p
ij,k

)
dV =

∫
S

TiδuidS (2.65)

with σ ′ij being the deviatoric part of the Cauchy stress. Applying the
product rule and Gauss’ divergence theorem to Eq. (2.65) renders:∫
V

(
− σij,jδui +

(
qij − σ

′
ij − τijk,k + η

′
ij

)
δε
p
ij +

(
ωij +ϕij

)
δϑ
p
ij

)
dV

=

∫
S

( (
Ti − σijnj

)
δui −

(
Υ ′ij + τijknk

)
δε
p
ij −

(
∆ij
)
δϑ
p
ij

)
dS (2.66)

where ηij and ϕij are, respectively, the symmetric and skew-
symmetric parts of the curl of the defect stress ξij = εjklζil,k =

ηij +ϕij; and equivalently, Υij and ∆ij respectively denote the sym-
metric and skew-symmetric parts of the cross product of the defect
stress and the outward normal Γij = εjklζilnk = Υij +∆ij, with the

26



prime symbol ′ denoting deviatoric quantities. By means of the fun-
damental lemma of calculus of variations, the governing equations

σij,j = 0 (2.67)

qij − σ
′
ij − τijk,k + η

′
ij = 0 (2.68)

ωij +ϕij = 0 (2.69)

and the natural boundary conditions

Ti = σijnj (2.70)

Υ ′ij + τijknk = 0 (2.71)

∆ij = 0 (2.72)

readily follow.

2.4.2 Energetic contributions

In order to account for the influence of GNDs, the free energy is
chosen to depend on both the elastic strain εeij and Nye’s tensor αij:

Ψ =
1

2
Cijklε

e
ijε
e
kl +Φ

(
αij
)

(2.73)

with Cijkl being the elastic stiffness and Φ
(
αij
)

the defect energy
that accounts for the recoverable mechanisms associated with the de-
velopment of GNDs. The widely used quadratic form of the defect
energy is adopted

Φ
(
αij
)
=
1

2
µ`2αijαij (2.74)

but one should note that exploring other options may lead to further
modeling capabilities (see [59, 61]), with recoverable gradient effects
contributing to both hardening and strengthening. Accordingly, the
defect stress equals:

ζij =
∂Φ
(
αij
)

∂αij
= µ`2αij (2.75)

with µ being the shear modulus and ` an energetic length scale.

2.4.3 Dissipative contributions

A gradient-enhanced phenomenological effective plastic flow rate
is defined,

Ėp =

√
2

3
ε̇
p
ijε̇
p
ij + χϑ̇

p
ijϑ̇
p
ij +

2

3
L2ε̇

p
ij,kε̇

p
ij,k (2.76)
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where L is a dissipative length parameter and χ is the parameter go-
verning the dissipation due to the plastic spin. Bardella [64] has analy-
tically identified the value of χ that captures the mechanical response
of a crystal subjected to multslip under simple shear:

χ =

[
3

2
+
σ0
µε0

(
L

`

)2]−1
(2.77)

being σ0 and ε0 non-negative material parameters, which implies a
value for χ bounded between 0 and 2/3. The flow resistance Σ, work
conjugate to Ėp, is given by

Σ =

√
3

2
qijqij +

1

χ
ωijωij +

3

2L2
τijkτijk (2.78)

Such that the unrecoverable stresses equal

qij =
2

3

Σ

Ėp
ε̇
p
ij (2.79)

ωij = χ
Σ

Ėp
ϑ̇
p
ij (2.80)

τijk =
2

3
L2
Σ

Ėp
ε̇
p
ij,k (2.81)

And consequently the second law of thermodynamics is fulfilled
by relating finite stress measures with rates of plastic deformation in
what is referred to as a non-incremental form:

qijε̇
p
ij +ωijϑ̇

p
ij + τijkε̇ij,k ≡ ΣĖ

p > 0 (2.82)

While higher order energetic and dissipative contributions are a
common feature among the majority of the most advanced pheno-
menological SGP theories (see, e.g., [6, 16, 21, 65]), the need to con-
stitutively account for the plastic spin, as proposed about ten years
ago by Gurtin [15], has been mostly neglected in favor of simpler
models. However, the use of phenomenological higher-order formu-
lations that involve the whole plastic distortion has attracted increa-
sing attention in recent years due to its superior modeling capabilities.
The studies of Bardella and Giacomini [66] and Bardella [61, 64] have
shown that, even for small strains, the contribution of the plastic spin
plays a fundamental role in order to provide a description closer to
the mechanical response predicted by strain gradient crystal plasti-
city. This has been further assessed by Poh and Peerlings [62], who,
by comparing to a reference crystal plasticity solution given by [67],
showed that the plastic rotation must be incorporated to capture the
essential features of crystal plasticity. Moreover, Poh and Peerlings
[62] numerically elucidated that the localization phenomenon that ta-
kes place in Bittencourt et al. [68] composite unit cell benchmark
problem can only be reproduced by DGP. Gurtin [15] theory has also
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been employed by Poh and co-workers [69, 70] through a novel ho-
mogenization formulation to describe the behavior of each grain in
a polycrystal where grain boundaries are modeled to describe effects
of dislocation blockage or transmittal.
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3
N U M E R I C A L I M P L E M E N TAT I O N

While solving analytically (or semi-analytically) simple problems,
such as pure bending or shear of an infinite layer, has been particu-
larly useful to compare and benchmark SGP theories, quantitative
assessment of gradient effects in engineering applications requires
the use of numerical methods. Particularly, the finite element method
is by far the most commonly adopted approach to characterize size
effects in metal plasticity.

The numerical implementation of each class of SGP formulations
is significantly influenced by the theoretical framework. Thus, a
wide range of ad hoc numerical solutions have been proposed for
each gradient plasticity model, ranging from the relatively easy to
implement lower order theories to the more complicated gradient
plasticity formulations falling within the mathematical framework of
Cosserat–Koiter–Mindlin theories of higher order elasticity. Aiming
to cover a large spectrum of numerical methodologies, focus is pla-
ced on: a numerical solution without higher order stresses for MSG

plasticity, including both the standard FE case and a new enriched
scheme (Section 3.1), a higher order monolithic procedure for Fleck-
Hutchinson phenomenological theory (Section 3.2), a staggered ap-
proach for advanced SGP theories with energetic and dissipative con-
tributions (Section 3.3), and a novel higher order FE basis for DGP

(Section 3.4). As detailed below, verification of each numerical im-
plementation is performed by solving different boundary value pro-
blems and comparing the output with numerical results from other
authors.

3.1 cmsg plasticity : fem and x-fem

As a function of their order, two different classes of SGP theories
can be identified. One involves higher order stresses and therefore
requires extra boundary conditions; the other one does not involve
higher order terms, and gradient effects come into play via the incre-
mental plastic moduli. With the aim of employing mechanism-based
SGP formulations within a lower order setup, Huang et al. [14] de-
veloped what is referred to as the Conventional Mechanism-based
Strain Gradient (CMSG) plasticity theory. It is also based on Taylor’s
dislocation model (i.e., MSG plasticity), but it does not involve higher
order terms and therefore falls into the SGP framework that preser-
ves the structure of classic plasticity. Consequently, the plastic strain
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gradient appears only in the constitutive model, and the equilibrium
equations and boundary conditions are the same as the conventional
continuum theories [14]. This lower order scheme is adopted in the
present work to characterize gradient effects from a mechanism-based
approach, as it does not suffer convergence problems when addres-
sing numerically demanding problems, such as crack tip deformation
under large strains, unlike its higher order counterpart (see [71, 72]).
In MSG plasticity the differences between the higher order and the lo-
wer order versions are restricted to a very thin boundary layer (≈ 10
nm) [14, 73].

3.1.1 Finite element implementation

3.1.1.1 A Taylor-based viscoplastic-like constitutive relation

As discussed in [74], the Taylor dislocation model gives the flow
stress dependent on both the equivalent plastic strain εp and effective
plastic strain gradient ηp

σ̇ =
∂σ

∂εp
ε̇p +

∂σ

∂ηp
η̇p (3.1)

such that, for a plastic strain rate εpij proportional to the deviatoric
stress σ ′ij, a self contained constitutive model cannot be obtained due
to the term η̇p. In order to overcome this situation without employing
higher order stresses, Huang et al. [14] adopted a viscoplastic formu-
lation to obtain ε̇p in terms of the effective stress σe rather than its
rate σ̇e

ε̇p = ε̇

[
σe

σflow

](1/m)

(3.2)

The viscoplastic-limit approach developed by Kok et al. [75] is
used to suppress strain rate and time dependence by replacing the
reference strain rate ε̇0 with the effective strain rate ε̇. The expo-
nent is taken to fairly large values (m 6 0.05), which in Kok and co-
workers’ [75] scheme is sufficient to reproduce the rate-independent
behavior given by the viscoplastic limit in a conventional power law
(see [14]). Taking into account that the volumetric (ε̇kk) and deviato-
ric (ε̇ ′ij) strain rates are related to the stress rate in the same way as in
classic plasticity, the constitutive equation yields:

σ̇ij = Kε̇kkδij + 2µ

{
ε̇ ′ij −

3ε̇

2σe

[
σe

σflow

](1/m)

σ̇ ′ij

}
(3.3)

Where, as described in Section 2.1 of Chapter 2, the flow stress
includes an additional term to account for the influence of GNDs:

σflow = σref

√
f2 (εp) + lηp (3.4)

32



With K being the bulk modulus, µ the shear modulus, δij the
Kronecker delta, σref a reference stress, f (εp) a non-dimensional
function determined from the uniaxial stress-strain curve, l the in-
trinsic material length, εij the total strain and σij the Cauchy stress
tensor.

3.1.1.2 Consistent tangent modulus

Since higher order terms are not involved, the governing equations
of CMSG plasticity are essentially the same as those in conventional
plasticity and the FE implementation is relatively straightforward. As
in classic plasticity, the plastic strain rate ε̇pij is proportional to the
deviatoric stress σ ′ij

ε̇
p
ij =

3ε̇p

2σe
σ ′ij (3.5)

with the usual definitions of the effective stress

σe =

√
3

2
σ ′ijσ

′
ij (3.6)

and the equivalent strain rate

ε̇ =

√
2

3
ε ′ijε

′
ij (3.7)

The deviatoric stresses at the end of the increment can be readily
obtained from the elastic relation with the deviatoric strains

σ ′ij = 2µ
(
ε′eij
∣∣
t
+∆ε ′ij −∆ε

p
ij

)
(3.8)

Where, following the notation by Qu [74], ∆ refers to the incremen-
tal value and |t denotes the value at the beginning of the increment.
Substituting the incremental version of (3.5) into (3.8) renders

σ ′ij = 2µ

(
ε′eij
∣∣
t
+∆ε ′ij −

3∆εp

2σe
σ ′ij

)
(3.9)

Defining ε̂ ′ij = ε′eij

∣∣∣
t
+∆ε ′ij and rearranging,(

1+
3µ

σe
∆εp

)
σ ′ij = 2µε̂

′
ij (3.10)

Taking the inner part of (3.10)

σe + 3µ∆ε
p = 3µε̂ (3.11)

where ε̂ =
√
2
3 ε̂
′
ijε̂
′
ij. Reformulating (3.11) and substituting (3.2) and

(3.4) renders,

σe − 3µ

(
ε̂−∆ε

(
σe

σflow

)(1/m)
)

= 0 (3.12)
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Which is a non-linear equation that can be solved by New-
ton–Raphson method

σe = σe +

3µ

(
ε̂−∆ε

(
σe
σflow

)(1/m)
)
− σe

1+ 3µh
(3.13)

with h being

h = m∆ε

(
σe

σflow

)( 1m−1) 1

σflow
(3.14)

Once convergence has been achieved the incremental effective plas-
tic strain is obtained from

∆εp = ε̂−
σe

3µ
(3.15)

Such that σ ′ij can be obtained from (3.10) and ∆εpij from the incre-
mental version of (3.5). The consistent material Jacobian ∂∆σij/∂∆εij
is then computed by taking the variation of (3.10) with respect to all
quantities at the end of the increment(

1+
3µ

σe
∆εp

)
∂σ ′ij + σ

′
ij

3µ

σe

(
∂∆εp −

∆εp

σe
∂σe

)
= 2µ∂ε̂ ′ij (3.16)

And (3.11) leads to

∂σe + 3µ∂∆ε
p = 3µ∂ε̂ (3.17)

Substituting (3.15) and rearranging,

∂σe =
3µ

1+ 3µh
∂ε̂ (3.18)

Accounting for the definition of ε̂ renders,

∂σe =
2

3ε̂

3µ

1+ 3µhε̂ ′ij∂ε̂
′
ij

(3.19)

Substituting in (3.16) and rearranging leads to:

∂σ ′ij =

(
2σe

3ε̂
Iijkl −

1

σeε̂

(
h−

∆εp

σe

)
3µ

1+ 3µh
σ ′ijσ

′
ij

)
∂ε̂ ′ij (3.20)

with Iijkl being the fourth-order unit tensor. Such that, by consi-
dering the relation between the stress and strain tensors with their
deviatoric quantities, the material stiffness Jacobian can be expressed
as:

∂σij =

(
2σe

3ε̂
Iijkl +

(
K−

2σe

9ε̂

)
Iij

−
1

σeε̂

(
h−

∆εp

σe

)
3µ

1+ 3µh
σ ′ijσ

′
ij

)
∂εij (3.21)
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3.1.1.3 Computation of the effective plastic strain gradient

The effective plastic strain gradient ηp is obtained at the element
level: the plastic strain increment is interpolated through its values
at the Gauss points in the isoparametric space and afterwards the
increment in the plastic strain gradient is calculated by differentiation
of the shape functions. Here focus is placed on the particular case of
a plane strain quadrilateral element with 8 nodes and 4 integration
points, extension to other types of elements can be performed in a
relatively straightforward manner.

Thus, the incremental value of the components of the plastic strain
∆ε
p
ij within the element can be readily obtained from its values at the

Gauss integration points
(
∆ε
p
ij

)
k

∆ε
p
ij =

4∑
k=1

N
′
k(x,y)

(
∆ε
p
ij

)
k

(3.22)

where N
′
k(x,y) is the interpolation function in global coordinates. By

performing the classic isoparametric mapping, the coordinate trans-
formation is:

x =

4∑
k=1

Nk(ξ,η)xk (3.23)

y =

4∑
k=1

Nk(ξ,η)yk (3.24)

where Nk(ξ,η) is the shape function vector. For convenience, the
interpolation function in local coordinates takes the same form as the
shape functions and (3.22) becomes:

∆ε
p
ij =

4∑
k=1

Nk(ξ,η)
(
∆ε
p
ij

)
k

(3.25)

Accordingly, linear shape functions are adopted,

Ni =
1

4
(1+ ξiξ) (1+ ηiη) (3.26)

with ξi and ηi denoting the integration point coordinates in the iso-
parametric space.
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Figure 3.1: Nodal and integration point numbering adopted for a quadrila-
teral plane strain quadratic finite element

.

The numbering scheme in this Gauss point-based interpolation is
depicted in Fig. 3.1. The differentiation of the shape functions readily
follows:

∂Ni
∂ξ

=
1

4
ξi (1+ ηηi) (3.27)

∂Ni
∂η

=
1

4
ηi (1+ ξξi) (3.28)

Which, by means of the chain rule, can be easily converted to the
global coordinate system,[

∂Nk
∂x
∂Nk
∂y

]
= J−1

[
∂Nk
∂ξ
∂Nk
∂η

]
(3.29)

with J being the Jacobian matrix:

J =
∂(x,y)
∂(ξ,η)

=

[
∂x
∂ξ

∂y
∂ξ

∂x
∂η

∂y
∂η

]
=


4∑
k=1

∂Nk
∂ξ

xk

4∑
k=1

∂Nk
∂ξ

yk

4∑
k=1

∂Nk
∂η

xk

4∑
k=1

∂Nk
∂η

yk

 (3.30)

With the plastic strain gradient being computed in MSG plasticity
from: [12]

∆η
p
ijk = ∆εpik,j +∆ε

p
jk,i −∆ε

p
ij,k (3.31)

And the effective strain gradient increment being:

∆ηp =
1

4

η
p
ijk∆η

p
ijk

ηp
(3.32)
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With ηpijk being computed in the same way as ∆ηpijk. Under rate-
proportional loading ∆ηp can be computed as

∆ηp =

√
1

4
∆η
p
ijk∆η

p
ijk (3.33)

This non-local approach can be easily implemented in commercial
FE software. For example, in the case of the well-known package
ABAQUS, modules may be used within a UMAT subroutine to store
the plastic strain components at each Gauss point.

3.1.1.4 Verification

Since higher order boundary conditions have essentially no effect
on the stress distribution at a distance of more than 10 nm away from
the crack tip in MSG plasticity [33, 73], the outcome of the present
numerical implementation will be compared to available results for
the higher order version [32]. While not relevant to the present work,
it must be remarked that lower order theories are not able to model
effects of dislocation blockage at impermeable boundaries (see [19]),
of particular interest in many small scale problems.

Following Jiang et al. [32], two dimensional plane strain crack tip
fields are evaluated by means of a boundary layer formulation, where
the crack region is contained by a circular zone and the Mode I load
is applied at the remote circular boundary through a prescribed dis-
placement:

u(r, θ) = KI
1+ ν

E

√
r

2π
cos

(
θ

2

)
(3− 4ν− cosθ) (3.34)

v(r, θ) = KI
1+ ν

E

√
r

2π
sin

(
θ

2

)
(3− 4ν− cosθ) (3.35)

Here, u and v are the horizontal and vertical components of the
displacement boundary condition, r and θ the radial and angular
coordinates in a polar coordinate system centered at the crack tip, E
is Young’s modulus, ν is the Poisson ratio of the material and KI is
the applied stress intensity factor, which quantifies the remote load.
Small strain conditions are assumed and only the upper half of the
circular domain is modeled due to symmetry. An outer radius of
R = 42mm is defined and the entire specimen is discretized by me-
ans of eight-noded quadrilateral elements with reduced integration.
Different mesh densities were used to study convergence behavior,
and it was found that 1600 elements were sufficient to achieve mesh-
independent results. With the aim of accurately characterizing the
influence of the strain gradient, a very refined mesh is used near the
crack tip, where the size of the elements is in the order of nanometers.
An external applied load of KI = 20σY

√
l is assumed and the follo-

wing material properties are adopted: σY = 0.2%E, ν = 0.3, N = 0.2

37



and l = 3.53 µm, where σY is the initial yield stress and N is the
strain hardening exponent. An isotropic power law material is adop-
ted according to

σ = σY

(
1+

Eεp

σY

)N
(3.36)

The reference stress of (3.4) will correspond to σref = σY

(
E
σY

)N
and f(εp) =

(
εp + σY

E

)N. Fig. 3.2 shows, in a double logarithm di-
agram, the normalized effective stress σe/σY versus the normalized
distance r/l ahead of the crack tip (θ = 1.014◦) for an external applied
load of KI = 20σY

√
l.

r / l
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Figure 3.2: Effective stress distribution ahead of the crack-tip. Comparison
between MSG plasticity predictions (symbols, taken from Jiang
et al. [32]), CMSG plasticity (solid line) and conventional J2 plas-
ticity (dashed line).

As shown in the figure, a very good agreement is obtained between
the stress distributions obtained by means of the CMSG theory and
MSG plasticity (taken from [32]), validating the present numerical im-
plementation and confirming that higher order boundary conditions
do not influence crack tip fields within its physical domain of vali-
dity (≈ 100 nm). Results prove the suitability of CMSG plasticity in
the present study, allowing to develop a robust implicit numerical
scheme (see [72]).
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3.1.2 A novel X-FEM scheme

As outlined above, an appropriate characterization of gradient ef-
fects ahead of a crack requires the use of extremely refined meshes,
with a characteristic element length of a few nanometers in the vi-
cinity of the crack. The vast majority of fracture and damage stu-
dies under SGP theories (see, e.g., [28–30, 32, 72, 76]) have been con-
ducted in the framework of the finite element method. Pan and Yuan
[35, 77] used the element-free Galerkin method with the aim of avoi-
ding the lack of convergence associated with FE schemes (especially
as the element distortion becomes large or elements lose bearing ca-
pacity) at the expense of increasing the computational cost. In this
subsection a novel numerical framework is proposed for crack tip as-
sessment within MSG plasticity. The constitutive choice is motivated
by the work by Shi et al. [73], who characterized the stress-dominated
asymptotic field around a crack tip within MSG plasticity. The use of
the Extended Finite Element Method (X-FEM) is therefore particularly
appealing, as one can significantly alleviate the degree of mesh refine-
ment by enriching the solution. A novel non-linear X-FEM scheme is
therefore presented, which includes (i) gradient-enhanced asymptotic
functions, (ii) linear and quadratic elements, (iii) a linear weighting
function for the blending elements, (iv) an iterative solver for nonli-
near systems and (v) an appropriate triangular integration scheme.

3.1.2.1 Enriched solution

The approximation power of the FE method can be further enhan-
ced by augmenting suitable functions to the finite element space; these
functions represent the local nature of the solution. This can be achie-
ved by means of the X-FEM, a numerical enrichment strategy within
the framework of the Partition of Unity Method. The displacement
approximation can be thus decomposed into a standard part and an
enriched part,

uhi =
∑

I∈Nfem

NIiu
I
i︸ ︷︷ ︸

Standard

+
∑
J∈Nc

NJiH(φ)a
J
i +
∑
K∈Nf

NKi

n∑
α=1

Fα(r, θ)bKαi︸ ︷︷ ︸
Enriched

(3.37)

where Nfem is the set of all nodes in the FE mesh, Nc is the set of
nodes whose shape function support is cut by the crack interior and
Nf is the set of nodes whose shape function support is cut by the
crack tip. H(φ) and Fα(r, θ) are the enrichment functions chosen to
respectively capture the displacement jump across the crack surface
and the singularity at the crack tip, with aJi and bKαi being their as-
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sociated degrees of freedom. Hence, the Heaviside jump enrichment
function is defined as:

H(φ) =

{
1 for φ(xi) > 0

−1 for φ(xi) < 0
(3.38)

where φ(xi) is the signed distance function from the crack surface,
given by,

φ(xi) = min
xi∈Γc

||xi − xi|| sign(ni · (xi − xi)) (3.39)

with ni being the unit outward normal and sign() the sign function.

A set of functions with singular derivative near the crack that spans
the near tip stress field is also defined. For example, in the case of
linear elastic fracture mechanics, the following asymptotic displace-
ment field is used:

Fα(r, θ) = r1/2
{

sin
θ

2
, cos

θ

2
, sin

θ

2
sin θ, cos

θ

2
sin θ

}
(3.40)

where r is the distance from the crack tip and θ represents the
angular distribution. The linear elastic solution breaks down in
the presence of plasticity, with the known HRR fields describing
the nature of the dominant singularity instead. Elguedj et al. [78]
enriched the shape function basis with the HRR plastic singularity,
achieving accurate estimations of standard fracture parameters. Such
approach is further extended in this work to incorporate the role of
relevant microstructural features (namely, GNDs) in crack tip fields
through MSG plasticity. Shi and co-workers [73] characterized the
stress-dominated asymptotic field around a mode I crack tip in MSG
plasticity by solving iteratively through Runge-Kutta a fifth order
Ordinary Differential Equation. The numerical shooting method was
employed to enforce two crack-face stress-traction free conditions
and subsequently obtain the power of the stress singularity, roughly
r−2/3. The power of the stress singularity in MSG plasticity is
therefore independent of the strain hardening exponent N. This is
due to the fact that the strain gradient becomes more singular than
the strain near the crack tip and dominates the contribution to the
flow stress in (3.4). From a physical viewpoint, this indicates that
the density of GNDs ρG in the vicinity of the crack tip is significantly
larger than the density of SSDs ρS.

Consequently, crack tip fields can be divided in several domains,
as depicted in Fig. 3.3. Far away from the crack tip deformation is
elastic and the asymptotic stress field is governed by the linear elastic
singularity. When the effective stress overcomes the initial yield stress
σY , plastic deformations occur and the stress field is characterized
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by the Hutchinson, Rice and Rosengren (HRR) [79, 80] solution. As
the distance to the crack tip decreases to the order of a few microns,
large gradients of plastic strain promote dislocation hardening and
the stress field is described by the asymptotic stress singularity of
MSG plasticity.

K-Dominated Zone 

Linear elastic singularity
r

-1/2

r
-1/(n+1)

r
-2/3

Classical plasticity

HRR singularity

MSG plasticity

Gradient singularity

Figure 3.3: Schematic diagram of the different domains surrounding the
crack tip. Three regions are identified as a function of asymp-
totic stress fields: the linear elastic solution, the HRR solution
and the MSG plasticity solution.

A novel enrichment basis is therefore proposed, where the power
of the stress singularity equals r−2/3. As the angular functions play
a negligible role in the overall representation of the asymptotic fields
[81], the linear elastic fracture mechanics functions are employed. A
direct consequence of the enrichment strategy adopted is the possi-
bility of employing simpler meshes that do not need to conform to
the crack geometry. In the present study, a level set representation
[82] is used and the enrichment functions at any point of interest
are computed using the finite element approximation of the level set
functions.

Tip enriched element

Split enriched element

Blending element

Standard element

Figure 3.4: Typical X-FEM mesh with an arbitrary crack. Circled nodes are
enriched with the discontinuous function while squared nodes
are enriched with near-tip asymptotic fields.
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Figure 3.4 shows a typical X-FEM mesh with an arbitrary crack. The
enrichment zone is restricted to the vicinity of the crack tip. Elements
can be classified into four categories: (a) standard elements; (b) tip
enriched elements, (c) split enriched elements and (d) blending
elements. The latter are elements at the interface of the standard and
enriched elements where the partition of unity is not satisfied and
oscillations in the results are observed. To overcome this pathological
behavior, a linear weighting function is employed, as proposed by
Fries [83]. Another commonly investigated problem associated with
the XFEM is the numerical integration of singular and discontinuous
integrands (c.f. Equations 3.38 - 3.40). One powerful and yet simple
solution for the numerical integration is to partition the elements into
triangles. Hence, such strategy is here adopted and the triangular
quadrature rule is employed to integrate the terms in the stiffness
matrix. Both geometrical (where a fixed area around the crack tip
is enriched with singular functions) and topological (where only
one layer of elements around the crack tip is enriched) enrichment
approaches are considered.

An in-house code is developed in MATLAB where Newton-
Raphson is employed as solution procedure for the non-linear pro-
blem. Stress contours are obtained by performing a Delaunay trian-
gulation and interpolating linearly within the vertex of the triangles
(integration points).

3.1.2.2 Verification

As shown in Fig. 3.5, a cracked plate of dimensions W = 35 mm
(width) and H = 100 mm (height) subjected to uniaxial displacement
is examined. Plane strain conditions are assumed and the horizontal
displacement is restricted in the node located at x1 = W and x2 =

H/2 so as to avoid rigid body motion. The crack is horizontal and
located in the middle of the specimen (H/2) with the distance from
the edge to the tip being 14 mm. The following material properties
are adopted thorough the work: E = 260000 MPa, ν = 0.3, σY = 200

MPa and N = 0.2, with isotropic hardening being defined by (3.36).
A material length scale of l = 5 µm is considered, which would be
a typical estimate for nickel [4] and corresponds to an intermediate
value within the range of experimentally observed material length
scales reported in the literature (see Table 1).
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H=100 mm

W=35 mm

a=14 mm

U

U

x

x
2

1

Figure 3.5: Single edge cracked plate: dimensions and boundary conditions.

Fig. 3.6 shows the results obtained by means of the standard FE

method for different mesh densities. The legend shows the number of
degrees of freedom (DOFs) intrinsic to each mesh, along with the cha-
racteristic length of the smallest element in the vicinity of the crack.
Quadratic elements with reduced integration have been employed in
all cases. The opening stress distribution σ22 ahead of the crack tip is
shown normalized by the initial yield stress while the distance to the
crack tip is plotted in logarithmic scale and normalized by the length
scale parameter. Results have been obtained for an applied displace-
ment of U = 0.0011 mm. The prediction obtained for conventional
plasticity is also shown in a fine black line and one can easily see that
the strain gradient dominated zone is in all cases within r/l < 0.1 (i.e.,
0.5 µm) for the particular problem, material properties and loading
conditions considered.
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Figure 3.6: Normalized opening stress distribution ahead of the crack tip for
different mesh densities, identified as a function of the total num-
ber of degrees of freedom (DOFs) and the characteristic length of
the element at the crack tip. The figure shows results along the
extended crack plane with the normalized distance to the crack
tip r/l in log scale.

Fig. 3.6 reveals that numerical convergence has been achieved for
a mesh with 157844 DOFs and a characteristic length of the smallest
element of 5 nm, as further refinement in the crack tip region leads
to almost identical results. This will be considered as the reference FE

solution. A representative illustration of the mesh employed is shown
in Fig. 3.7, where only half of the model is shown, taking advantage
of symmetry. As it can be seen in the figure, special care is taken so
as to keep an element ratio of 1 close to the crack tip while the mesh
gets gradually coarser as we move away from the crack. The use of
such small elements is not only very computationally expensive but
it also leads to convergence problems as the elements at the crack tip
get distorted. Avoiding such level of mesh refinement could strongly
benefit fracture and damage assessment within strain gradient plasti-
city.
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Figure 3.7: Representative finite element mesh, only the upper half of the
model is shown due to symmetry.

The opening stress is subsequently computed in the cracked plate
by means of the X-FEM framework described before. A much coarser
mesh, relative to the conventional FE case, but with a similar uniform
structure is employed, as depicted in Fig. 3.8. A tip element with a
characteristic length of 1 µm is adopted to ensure that the enriched
region engulfs the gradient dominated zone.

Figure 3.8: Mesh employed in the X-FEM calculations, schematic view and
detail of the topological (top) and geometrical (bottom) enriche-
ment regions.
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Results obtained for both quadratic and linear elements are shown
in Fig. 3.9. As in the conventional FE case, the normalized opening
stress σ22/σY is plotted as a function of the normalized distance r/l,
the latter being in logarithmic scale.

X-FEM predictions reveal a good agreement with the reference FE

solution, despite the substantial differences in the number of degrees
of freedom. Moreover, and unlike the conventional FE case, the in-
fluence of strain gradients can also be captured by means of linear
quadrilateral elements. This enrichment-enabled capability allows
the use of lower order displacement elements, minimizing compu-
tational efforts and maximizing user versatility. Further results have
been consequently computed with linear elements.
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FEM reference solution
157844 DOFs / 5 nm
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15280 DOFs / 1000 nm
X−FEM / quadratic elements
45380 DOFs / 1000 nm

Figure 3.9: Normalized opening stress distribution ahead of the crack tip for
topological enrichment, with both linear and quadratic elements
and different mesh densities, identified as a function of the to-
tal number of degrees of freedom (DOFs) and the characteristic
length of the element at the crack tip. The figure shows results
along the extended crack plane with the normalized distance to
the crack tip r/l in log scale.

The present gradient-enhanced X-FEM scheme thus shows very
good accuracy for a characteristic element length that is two orders
of magnitude larger than its standard FE counterpart. At the local le-
vel, small differences are observed in the blending elements, despite
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the corrected X-FEM approximation adopted. Figure 3.10 shows the re-
sults obtained for a fixed geometrical enrichment radius and different
mesh densities.
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Figure 3.10: Normalized opening stress distribution ahead of the crack tip
for geometrical enrichment with enrichment radius re = 0.5
µm, linear elements and different mesh densities, identified as
a function of the characteristic length of the element at the crack
tip. The figure shows results along the extended crack plane
with the normalized distance to the crack tip r/l in log scale.

As in the topological case, a very promising agreement can be
observed, with mesh densities being significantly smaller than the
reference FE solution and computation times varying accordingly.
A fixed enrichment radius of re = 0.5 µm is considered in all
cases as the highest precision is achieved when the enriched area
and the gradient dominated zone agree. Unlike pure linear elastic
analyses, accounting for plastic deformations and the influence
of GNDs implies having a crack tip region characterized by three
different singular solutions (see Fig. 3.3). Ideally three classes
of asymptotically-enriched nodes should be defined, but such an
elaborated scheme is out of the scope of the present work. Hence,
the size of the enriched domain must be selected with care to achieve
convergence with coarser meshes. This limitation is also intrinsic to
the seminal work by Elguedj et al. [78], where plasticity was confined
to the HRR-enriched tip element. The size of the GND-dominated
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region is nevertheless much less sensitive to material properties or
the external load than the plastic zone, and can be properly chosen
based on previous parametric studies [72].

Results reveal that the proposed X-FEM methodology largely out-
performs the standard FE approach [84]. The present numerical
scheme could therefore have important implications on the use of
microstructurally-motivated models in large scale applications. The
non-linear X-FEM code developed in MATLAB can be downloaded
from www.empaneda.com/codes.

3.2 phenomenological higher order sgp

The numerical framework developed for Fleck and Hutchinson’s
phenomenological SGP theory [13] is largely based on the work
of Niordson and Hutchinson [51]. The higher order nature of the
formulation entails several peculiarities in the numerical implemen-
tation. A special FE scheme is employed where plastic strains are
treated as primary variables, higher order stresses are defined and
additional boundary conditions are required.

For the sake of brevity, constitutive details of Fleck-Hutchinson
(2001) formulation will not be given here. A comprehensive descrip-
tion can be found in Section 2.2 of Chapter 2 and in the original paper
[13].

3.2.1 Numerical method

A special kind of FE method is used where, in addition to the no-
dal displacement increments, U̇n, the nodal effective plastic strain
increments, ε̇np , appear directly as unknowns. The displacement in-
crements, u̇i, and the effective plastic strain increments, ε̇p, are inter-
polated within each element by means of the shape functions:

u̇i =

2ku∑
n=1

Nni U̇
n , ε̇p =

kp∑
n=1

Mnε̇np (3.41)

where ku and kp are the number of nodes used for the displacement
and effective plastic strain interpolations, respectively. The compo-
nents Nni (i = 1, 2; n = 1, ..., 2ku) form the shape function matrix
which, by multiplication with the array U̇n(n = 1, ..., 2ku), gives the
displacement field. Similarly, the equivalent plastic strain field is de-
termined from the shape function matrix Mn and the array of nodal
effective plastic strain increments ε̇np . Accordingly, the total strain in-
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crements ε̇ij and the incremental value of the gradient of the effective
plastic strain ε̇p,i are related to the nodal quantities by

ε̇ij =

2ku∑
n=1

BnijU̇
n , ε̇p,i =

kp∑
n=1

Mn
,i ε̇
n
p (3.42)

with Bnij = 1
2

(
Nni,j +N

n
j,i

)
being the conventional strain-

displacement matrix. By introducing the FE interpolation of the dis-
placement and the effective plastic strain fields, and their appropriate
derivatives, in the principle of virtual work, the following discretized
system of equations is obtained:[

Ke Kep

KT
ep Kp

][
U̇

ε̇p

]
=

[
Ḟ1

Ḟ2

]
(3.43)

Here, Ke is the elastic stiffness matrix,

Knm
e =

∫
V

(
BnijCijklB

m
kl

)
dV (3.44)

Kep is a coupling matrix of dimension force

Knm
ep = −

∫
V

(
BnijCijklmklM

m
)
dV (3.45)

and Kp is the plastic resistance, a matrix of dimension energy

Knm
p =

∫
V

(
mijCijklmklM

mMn + h

(
MmMn +AijM

m
,j M

n
,i

+
1

2
Bi

(
Mm

,i M
n +MmMn

,i

)
+CMmMn

))
dV (3.46)

with Cijkl being the elastic stiffness, h the hardening coefficient, and
Aij, Bi and C are coefficients that depend on the material length-
scales li and the current stress state of the material (see Section 2.2 of
Chapter 2 and [13]). The right-hand side of Eq. (3.43) is composed of
the conventional external incremental force vector

Ḟn1 =

∫
S

ṪiN
n
i dS (3.47)

and the incremental higher order force vector

Ḟn2 =

∫
S

ṫMndS (3.48)

In the elastic regime the plastic strain contribution is disabled by
setting Kep = 0 and the weight of Kp is minimized by multiplying
it by a small factor (e.g. 10−8), preserving the non-singular nature
of the global system. The latter numerical feature eliminates any
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significant contribution to the solution of the nodal plastic strain
increments on the current elastic-plastic boundary. This lack of
constraint of plastic flow at the internal boundary can be physically
interpreted as allowing dislocations to pass through it, as is the case
in conventional plasticity (a detailed discussion can be found in [51]).

Based on a forward Euler scheme, when nodal displacement and
effective plastic strain increments have been determined, the updated
strains, εij, stresses, σij, higher order stresses, ζi, and Q are compu-
ted at each integration point. A time increment sensitivity analysis is
conducted to ensure that the numerical solution does not drift away
from equilibrium.

3.2.2 Verification

3.2.2.1 Infinitesimal deformation framework

Within a small strains scheme, the present numerical implementa-
tion is verified against the crack tip assessment results of Komaragiri
et al. [28]. As in the previous section (see subsection 3.1.1.4), a remote
KI load is imposed by what is usually referred to as boundary layer
formulation through enforcing displacements in the nodes located in
the outer boundary. Following [28], a power law hardening relation
between the stress σ and the gradient-enhanced effective plastic strain
Ep of the type

σ = σY

(
EEp

σY
+ 1

)N
(3.49)

is adopted, with E being the Young’s modulus, σY the yield stress
and n the strain hardening exponent. Plane strain conditions are as-
sumed, with a Poisson ratio ν = 0.3 and a strain hardening exponent
of N = 0.2. In order to compare with [28], the hydrostatic stress σH is
computed ahead of the crack tip within the infinitesimal deformation
theory for an external load of KI = 150σY

√
l1.
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Figure 3.11: Hydrostatic stress distribution ahead of the crack-tip. Compa-
rison of the numerical results of the present implementation
(lines) with the predictions of Komaragiri et al. [28] (symbols)
for different combinations of the length parameters.

Results obtained for different combinations of the length parame-
ters are shown in Fig. 3.11, along with the digitalized results from
Komaragiri et al. [28]. The distance to the crack tip r is normalized
by the Irwin-type small scale yielding estimation of the plastic zone
size

rp =
1

3π

(
KI
σY

)2
(3.50)

A very good quantitative and qualitative agreement is observed,
validating the present small strain numerical implementation.

3.2.2.2 Finite deformation framework

The numerical implementation of the finite strains generalization
of Fleck-Hutchinson (2001) theory [13] is validated by establishing
a comparison with the results obtained by Mikkelsen and Gouti-
anos [30]. Within a mode I crack, Mikkelsen and Goutianos [30]
investigated the relation between the plastic zone size rp and the
material length scales l = l1 = l2 = l3, defining the interval where
the ratio l/rp leads to a solution within the elastic and conventional
elasto-plastic bounds.
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As in [30], the normalized opening stress σθθ/σY is obtained along
the symmetry line in front of a blunted crack tip. A remote mode I
load KI is imposed by means of a boundary layer formulation and
a very refined mesh is employed, with approximately 8000 quadrila-
teral quadratic plane strain elements. The size of the plastic zone is
estimated following Irwin’s approach (3.50) and the initial blunting
radius is defined as rtip/rp = 0.05. An isotropic homogeneous ma-
terial with σY/E = 0.01, ν = 0.3 and N = 0.2 is studied, where a
standard isotropic hardening power law is used with the hardening
modulus h and the tangent modulus Et,

1

h
=
1

Et
−
1

E
, Et =

E

n

(
EEp

σY
+ 1

)N−1

(3.51)

Results obtained by means of the present numerical implementa-
tion (lines) and those by Mikkelsen and Goutianos [30] (symbols) are
shown in Fig. 3.12, with a very good agreement being attained.
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Figure 3.12: Opening stress distribution ahead of the crack-tip. Comparison
of the numerical results of the present implementation (lines)
with the predictions of Mikkelsen and Goutianos [30] (symbols)
for different combinations of l/rp, with l = l1 = l2 = l3.

3.3 numerical modeling of energetic and dissipative

size effects

The class of SGP theories put forward by Gudmundson [6] and
Gurtin and Anand [16] is numerically implemented following the
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work by Nielsen and Niordson [85, 86]. As described in detail in
Section 2.3, the formulation incorporates both energetic (or recover-
able) and dissipative (or unrecoverable) higher order terms. The
present numerical implementation builds upon the mathematical
basis established by Fleck and Willis [65, 87].

A viscoplastic formulation is adopted with the aim of circum-
venting complications in the corresponding time-independent mo-
del associated with identifying active plastic zones (by, for instance,
using image analysis, as proposed by Nielsen and Niordson [85, 86]).
Within this framework, plastic dissipation is characterized through a
visco-plastic potential

V
(
Ėp,Ep

)
=

∫ Ėp
0

Σ (e,Ep)de (3.52)

with Ėp denoting the gradient enhanced phenomenological effective
plastic flow rate and Σ

(
Ėp,Ep

)
the effective stress, work conjugate to

Ėp (see Section 2.3). The viscoplastic hardening rule is given by

Σ
(
Ėp,Ep

)
= σF (E

p)

(
Ėp

ε̇0

)m
(3.53)

Here, m is the rate sensitivity exponent, σF (Ep) the current flow
stress according to the hardening rule and ε̇0 the reference strain
rate.

3.3.1 Minimum Principles

As described in detail by Fleck and Willis [65, 87], if the stresses and
strains in the current state are known, the plastic strain rate field ε̇pij in
the subsequent increment satisfies the following minimum statement
(Minimum Principle I):

H = inf
ε̇
p
ij

∫
V

(
V
(
Ep, Ėp

)
+ τijkε̇

p
ij,k − σ

′
ijε̇
p
ij

)
dV −

∫
S

tijε̇
p
ij dS (3.54)

where, as described in Section 2.3, tij are the higher order tractions
and τijk is the higher order stresses, which decomposes into an
energetic part, τEijk, and a dissipative part, τDijk.

If ε̇pij is known from Minimum Principle I (3.54), the incremental
solution for the displacement field u̇i can be determined by making
use of Minimum Principle II: [87]

J (u̇i) =
1

2

∫
V

Cijkl

(
ε̇ij − ε̇

p
ij

) (
ε̇kl − ε̇

p
kl

)
dV −

∫
S

Ṫiu̇idS (3.55)

Here, Cijkl denotes the elastic stiffness and Ti the conventional
tractions.
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3.3.2 Numerical implementation

In accordance with the theoretical framework (see Section 2.3) plas-
tic strains are employed - in addition to displacements - as nodal
degrees of freedom. C0-continuity finite elements can be adopted
as the resulting differential equations are of second order. Thus, the
following FE interpolation is used,

u̇i =

NII∑
n=1

Nni U̇
n (3.56)

ε̇
p
ij =

NI∑
n=1

Mn
ijε̇
n
p (3.57)

The number of degrees of freedom (n) are denoted by NII and NI.
The nodal values of the plastic strain components ε̇np are interpolated
by means of shape functions one order lower than those employed
for the nodal displacements U̇n, giving plastic and total strain fields
the same degree of interpolation. Hence, quadratic shape functions
Nni are used for the displacement field interpolation while linear
shape functions Mn

ij are employed in the interpolation of the plastic
strain field.

Focusing first on Minimum Principle I (3.54), stationarity of the
functional (δH = 0) results in the following variational statement∫

V

(
qijδε̇

p
ij + τ

D
ijkδε̇

p
ij,k

)
dV =∫

V

(
σ ′ijδε̇

p
ij − τ

E
ijkδε̇

p
ij,k

)
dV +

∫
S

tijδε̇
p
ij dS (3.58)

That corresponds to the microscopic virtual power relation, on
which the FE discretization is based. As setting to zero the first va-
riation of the functional H with respect to ε̇pij leads to the balance
field equation (2.40) and the corresponding natural boundary condi-
tions, proof of Minimum Principle I is given [87]. By introducing
the FE interpolation, among the constitutive equations (Section 2.3),
in the microscopic virtual work Eq. (3.58), that it must hold for all
admissible variations, the discretized system of equations is obtained:

ε̇np

(∫
V

Σ

Ėp

(
2

3
ε̇
p
ijM

n
ijM

m
ij + (L)2ε̇pij,kM

n
ij,kM

m
ij,k

)
dV
)

=

∫
V

(
σ ′ijM

n
ij − τ

E
ijkM

n
ij,k
)

dV +

∫
S

tijM
n
ij dS (3.59)

In a similar manner, a weak form suitable for numerical imple-
mentation can be obtained from the stationarity of the macroscopic
functional (3.55),∫

V

Cijklε̇klδε̇ijdV =

∫
V

Cijklε̇
p
klδε̇ijdV +

∫
S

Ṫiδu̇idS (3.60)
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By requiring the variational statement to hold for any admissible
field and accounting for the standard FE interpolation of the displa-
cements and the strains, the macroscopic global system of equations is
readily obtained

U̇n
(∫
V

Bmij
TCijklB

n
kldV

)
=∫

V

Bmij
TCijklε̇

p
kldV +

∫
S

ṪiN
m
i (3.61)

The solution procedure is described in Fig. 3.13. First, the incre-
mental solution for the displacement and stress fields are obtained
from Minimum Principle II for a given plastic strain field (in the
first increment εpij = 0 is assumed). Subsequently, the plastic strain
rate field is obtained from Minimum Principle I by solving iteratively
(3.59) until the relative norm of the change in the solution vector is
below 10−8. The effective stress Σ, the microstress qij and the dissi-
pative higher order stress τDijk are computed in each iteration. Once
convergence has been achieved, the current solution of the plastic
strain field εpij, the gradient-enhanced plastic strain rate Ep and the
energetic higher order stress τEijk are updated. The numerical proce-
dure is therefore staggered, unlike other FE schemes (e.g., Section 3.2),
where the solution to all degrees of freedom is obtained at the same
time (monolithic).
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MINIMUM PRINCIPLE II
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Figure 3.13: Outline of the staggered numerical procedure

General FE implementations of viscoplastic dissipative SGP based
on the principle of virtual work (e.g., [88, 89]) solve for the time deri-
vative of the plastic rate field. The main advantage of employing the
minimum principle is that the plastic strain rate field is directly obtai-
ned from (3.59) in the context of dissipative gradient effects. This ma-
kes the numerical scheme more robust, enabling to accurately repro-
duce rate independent behavior by choosing an appropriately small
rate sensitivity exponent. Despite adopting a Forward Euler scheme
iterations are still needed to compute ε̇pij since (3.59) is not a linear
equation: the term Σ/Ėp depends on the plastic strain rate field. A
time increment sensitivity analysis is conducted in all computations
to ensure that the numerical solution does not drift away from the
equilibrium configuration.
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3.3.3 Verification

The numerical implementation is validated by comparing with the
results of Nielsen and Niordson [85] for tensile loading of a clamped
plate and Idiart et al. [90] for bending of thin foils. The former have
been obtained by means of the rate-dependent formulation adopted
as basis for the present implementation while numerical minimiza-
tion procedures have been employed in the latter.

3.3.3.1 Tensile loading of a clamped slab

Following [85], the behavior of an homogeneous finite slab clam-
ped between rigid platens and subjected to tensile loading is exami-
ned. A square slab is considered (h = w) and all the components of
the displacement field are constrained at x2 = h and x2 = 0 (see Fig.
3.14). A vertical displacement rate of ∆̇ = hε̇0/10 is imposed in the
upper edge (x2 = h).

Figure 3.14: Geometry and boundary conditions for a finite slab of homo-
geneous material constrained between rigid platens. Adapted
from [85].

An isotropic hardening law of the type,

σF(E
p) = σY

(
1+

Ep

σY/E

)N
(3.62)
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is adopted and, as in [85], the following material properties have
been assumed: σY/E = 0.001, ν = 0.3, N = 0.1 and ε̇0 = 0.001.

A uniform mesh of 400 quadrilateral finite elements is employed.
The results obtained by means of the present numerical implemen-
tation, along with those reported in [85], are shown in Fig. 3.15.
Different values of length scale parameters and the rate sensitivity
exponent have been considered. A very good agreement with the nu-
merical results by Nielsen and Niordson [85] is observed in all cases.
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Figure 3.15: Material response curves for a clamped slab subjected to tensile
loading. Numerical results from the present numerical imple-
mentation (lines) and Nielsen and Niordson [85] (symbols) for
(a) ` = 0 and (b) ` = h/4 and different values of L and the
rate sensitivity exponent m. Other parameters: A = wt and
εy = σY/E.
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3.3.3.2 Microbending

As in [90], a foil of thickness 2H and length 2W subjected to ben-
ding is analyzed. As depicted in Fig. 3.16, illustrating the conventi-
onal boundary conditions, the longitudinal displacement component
is prescribed at the foil ends according to

u1 = x2x1κ at ±W (3.63)

where κ is the applied curvature. The higher order boundary condi-
tions are microfree on the entire boundary, meaning that dislocations
are free to exit the body.

x
1

x
2

2H

2W

u = κ x
21 W

Figure 3.16: Bending of a thin foil: boundary conditions on the undeformed
configuration

As the problem is essentially one-dimensional, the foil is modeled
using a single column of 80 elements. Following the work by Idiart
and co-workers [90] a perfectly plastic behavior is assumed with E =

1000σY , ν = 0.3, m = 0.2, ε̇0 = 0.001 and ` = 0. Different values of L
will be considered to examine the role of the dissipative length scale.
The foil is loaded at a rate of curvature κ̇0 = (

√
3ε̇0/2H), such that,

in conventional bending, the most stretched material points would
be loaded at a conventional effective plastic strain rate equal to ε̇0
when elastic strain increments vanish. Fig. 3.17 shows the normalized
distribution of the axial stress along the foil thickness at a curvature
level of (2Hκ/

√
3) = 0.05. The predictions of the present numerical

scheme (lines) reveal a good agreement with the results by Idiart et
al. [90] (symbols).
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Figure 3.17: Distribution of axial Cauchy stress at (2Hκ/
√
3) = 0.05 obtained

from the present numerical implementation (lines) and Idiart et
al. [90] (symbols) for various values of L.

3.4 a finite element basis for dgp

Despite the superior modeling capability of DGP with respect to
SGP, the literature is scarce on the development of a general purpose
FE framework for gradient plasticity theories accounting for the dis-
sipation due to the plastic spin. Particularly, the use of higher-order
dissipative terms - associated with strengthening mechanisms - is
generally avoided due to the related computational complexities.
This is the case of the very recent FE implementation of Poh and
Peerlings [62] and the earlier work by Ostien and Garikipati [91],
who implemented Gurtin (2004) [15] theory within a Discontinuous
Galerkin framework. Energetic and dissipative contributions are
both accounted for in the recent ad hoc FE formulation for the torsion
problem by Bardella and Panteghini [59], also showing that, contrary
to higher-order SGP theories, Gurtin (2004) DGP can predict some
energetic strengthening even with a quadratic defect energy.

A general purpose FE framework for DGP is developed on the basis
of an extension of the minimum principles proposed by Fleck and
Willis [87]. The numerical scheme includes both energetic and dissi-
pative higher order stresses and has been used to investigate several
boundary value problems of particular interest for micron-scale metal
plasticity (see Martínez-Pañeda et al. [60]).
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3.4.1 Minimum Principles

A rate-dependent formulation is adopted since, otherwise, tracking
the interaction and evolution of plastic zones may be complicated by,
for instance, requiring image analysis, as proposed by Nielsen and
Niordson [85, 86]. However, rate-independent behavior can also be
accurately reproduced within the present FE framework by choosing
an appropriately small rate sensitivity, as shown later in the valida-
tion example. As in section 3.3, the plastic dissipation is therefore
accounted for through a visco-plastic potential

V
(
Ėp,Ep

)
=

∫ Ėp
0

Σ (e,Ep)de (3.64)

where Ėp is the gradient enhanced phenomenological effective plastic
flow rate and Σ

(
Ėp,Ep

)
is the flow resistance, work conjugate to Ėp

(see Section 2.4). In this work the following viscoplastic potential is
adopted

V
(
Ėp,Ep

)
=
σF (E

p) ε̇0
m+ 1

(
Ėp

ε̇0

)m+1

(3.65)

and accordingly

Σ
(
Ėp,Ep

)
=
∂V

(
Ėp,Ep

)
∂Ėp

= σF (E
p)

(
Ėp

ε̇0

)m
(3.66)

with m denoting the rate sensitivity exponent, σF (Ep) the current
flow stress according to the hardening rule and ε̇0 the reference
strain rate.

Hence, it is possible to define a microscopic minimum principle, gi-
ven by the stationarity of the following functional

H
(
γ̇
p
ij

)
=

∫
V

(
V
(
Ėp,Ep

)
+ ζijα̇ij − σijε̇

p
ij

)
dV (3.67)

such that, for a given stress state, the plastic distortion field γ̇pij can be
obtained. Here, as described in Section 2.4 of Chapter 2, σij denotes
the Cauchy stress, ε̇pij the plastic strains tensor, ζij the defect stress
and α̇ij Nye’s tensor. The incremental solution for the displacements
u̇i can be obtained, for a given plastic distortion field, by minimizing
the following functional (macroscopic minimum principle):

J (u̇i) =
1

2

∫
V

Cijkl

(
ε̇ij − ε̇

p
ij

) (
ε̇kl − ε̇

p
kl

)
dV −

∫
S

Ṫiu̇idS (3.68)

where Cijkl is the elastic stiffness and Ti are the conventional tracti-
ons.
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3.4.2 Numerical formulation and solution procedure

The numerical framework proposed leans on the novel mathemati-
cal principles (3.67) and (3.68). A special FE formulation is employed,
where the plastic distortion components are treated as variables pla-
cing them on a footing similar to the displacements. Consequently,
the following discretization is adopted

u̇i =

NII∑
n=1

Nni U̇
n (3.69)

γ̇
p
ij =

NI∑
n=1

Mn
ijγ̇
n
p (3.70)

where n indicates the corresponding degree of freedom. Quadratic
shape functions are used for the displacement field interpolation
while linear shape functions are employed in the interpolation of the
plastic distortion field. Here, U̇n and γ̇np refer to the nodal values of
the unknown rate variables.

The weak form of the higher order balance equations corresponds
to the stationarity of the microscopic functional (3.67)∫

V

(
qijδε̇

p
ij +ωijδϑ̇

p
ij + τijkδε̇

p
ij,k

)
dV

=

∫
V

(
σ ′ijε̇

p
ij − ζijδα̇ij

)
dV (3.71)

where the constitutive relations respectively relating the plastic strain
gradients ε̇pij,k, the plastic strains ε̇pij and the plastic rotations ϑ̇pij with
the symmetric qij and skew-symmetric parts ωij of the micro-stress
Sij and the higher order stress tensor τijk, have been accounted for
(see Section 2.4 of Chapter 2). The discretized system of equations can
be readily obtained by requiring the variational statement to hold for
any admissible field and by considering again the aforementioned
constitutive relations

γ̇np

( ∫
V

Σ

Ėp

(2
3
[symM]nij [symM]mij

+ χ [skwM]nij [skwM]mij +
2

3
L2 [symM]nij,k [symM]mij,k

)
dV

)
=

∫
V

(
σ ′ij [symM]nij − τijk [curlM]nij

)
dV (3.72)

where χ is the material parameter governing the dissipation due to
the plastic spin and L is the dissipative length scale. Here the ope-
rators [symM]nij, [skwM]nij, [symM]nij,k and [curlM]nij contain the
shape functions that deliver the discretizations of ε̇pij, ϑ̇

p
ij, ε̇

p
ij,k and

α̇ij, respectively, from the nodal values of the plastic distortion γ̇np .
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Such that, for a given node i and within a plastic strain setup, the
relevant components of the plastic strain [εp11

i, εp22
i, εp12

i, εp21
i, εp33

i
]T ,

the plastic spin [ϑi12, ϑi21]
T , the gradient of the plastic strain [εp11,1

i,

ε
p
11,2

i, εp22,1
i, εp22,2

i, εp12,1
i, εp12,2

i, εp21,1
i, εp21,2

i, εp33,1
i, εp33,2

i
]T and

the Nye tensor [αi13, αi23, αi31, αi32]
T are obtained from the nodal

plastic distortion components [γi11, γi22, γi12, γi21]
T by means of the

following matrices:
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0 Ni 0 0

0 0 1
2Ni

1
2Ni

0 0 1
2Ni

1
2Ni

−Ni −Ni 0 0


(3.73)

[skwM]iij =

0 0 1
2Ni −12Ni

0 0 −12Ni
1
2Ni

 (3.74)

[symM]iij,k =
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0 ∂Ni
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0 ∂Ni
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∂Ni
∂x

1
2
∂Ni
∂x

0 0 1
2
∂Ni
∂y

1
2
∂Ni
∂y

−∂Ni∂x −∂Ni∂x 0 0

−∂Ni∂y −∂Ni∂y 0 0



(3.75)

[curlM]iij =


−∂Ni∂y 0 ∂Ni

∂x 0

0 ∂Ni
∂x 0 −∂Ni∂y

−∂Ni∂y −∂Ni∂y 0 0

∂Ni
∂x −∂Ni∂x 0 0

 (3.76)

Following Niordson and Hutchinson [92], based on the known
energetic stresses σij and ζij for the current state, the incremental
plastic distortion field is determined from the microscopic minimum
principle (3.67) by solving the global system of equations (3.72). And
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for a known plastic distortion rate field γ̇pij, the incremental solution
for the displacement field is determined from the macroscopic mi-
nimum principle (3.68), as detailed in Section 3.3. In the present
incremental procedure a Forward Euler time integration scheme is
adopted and an iterative algorithm is implemented so as to ensure
convergence in the computation of the plastic distortion rate field.

3.4.3 Verification

In order to validate the present numerical model, the simple shear
of a constrained strip is analyzed so as to compare the results with
those obtained by Bardella [61] from the minimization of the Total
Complementary Energy functional in the deformation theory context.
As in [61], a long strip of height H free from body forces is consi-
dered, with isotropic behavior and sheared between two bodies in
which dislocations cannot penetrate. Hence, the displacement is fully
constrained in the lower strip surface, u1(x2 = 0) = u2(x2 = 0) = 0,
while the upper strip surface is subjected to uniform horizontal dis-
placement u1(x2 = H) = ΓH with u2(x2 = H) = 0. Here, Γ is re-
ferred to as the applied strain, whose rate is assumed to be equal
to the adopted reference strain rate (Γ̇ = ε̇0). Since dislocations pile-
up when they reach the strip lower and upper surfaces, the plastic
distortion must be zero at x2 = 0 and x2 = H. The problem is essen-
tially one-dimensional, so that the strip, unbounded along both the
shearing direction x1 and the x3 direction, is modeled using a sin-
gle column of 80 plane strain quadrilateral elements along the strip
height (H) with appropriate boundary conditions at the sides of the
column (u2 = γ11 = γ22 = 0 ∀ x2).

As in [61], the following hardening law is used:

σF(E
p) = σY

(
Ep

ε0

)N
(3.77)

and the following material properties are assumed: µ = 26.3 GPa,
ε0 = 0.02, σY = 200 MPa, and N = 0.2. Within the rate-dependent
framework adopted, a reference strain rate of ε̇0 = 0.02 s−1 is
employed and the effect of the viscoplastic exponent m is studied in
order to approach rate-independent behavior.

Fig. 3.18 shows the numerical results obtained for different com-
binations of the material parameter governing the dissipation due to
the plastic spin, χ, and the energetic and dissipative length scales, in
terms of the ratios H/` and H/L, respectively. Discrete symbols repre-
sent the results obtained by Bardella [61] while solid lines (m = 0.05),
dashed lines (m = 0.1), and dotted lines (m = 0.2) show the results
of the present FE implementation.
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Figure 3.18: Simple shear of a constrained strip. Comparison of the nume-
rical results of the present model (lines) with the predictions
of Bardella [61] (symbols) for different values of H/`, H/L, and
χ. Other material parameters are σY = 200 MPa, ε0 = 0.02,
N = 0.2, µ = 26.3 GPa, and ε̇0= 0.02 s−1.

As it can be seen in Fig. 3.18, the FE framework reproduces the
results of Bardella [61] with a very good qualitative and quantitative
agreement. Since the solution procedure presented in this paper rests
on a rate-dependent approach, a very small amount of viscoplastic
gradient effects have been included by choosing L/H = 0.01 for the
cases involving exclusively energetic gradient contributions (L = 0) in
[61]. This facilitates convergence of the proposed FE implementation
and has a negligible effect on the mechanical response.
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Part II

R E S U LT S





4
M E C H A N I S M - B A S E D C R A C K T I P
C H A R A C T E R I Z AT I O N

4.1 introduction

Motivation for exploring the effect of plastic strain gradients on
crack tip tractions derives from deficiencies based on conventional
plasticity theory concerning the maximum stress levels attained
ahead of a growing crack surrounded by a plastic zone [27]. Con-
ventional plasticity predicts a maximum normal stress ahead of
the crack tip of about 2.6 times the initial yield stress for a mode
I crack in a perfectly plastic material. Strain hardening gives rise
to higher stresses but maximum values never exceed 4-5 times the
yield stress for relevant values of the strain hardening exponent.
Consequently, fracture occurring by cleavage or decohesion at the
atomic scale in the presence of significant plastic flow (as observed
experimentally by Elssner et al. [25] and Korn et al. [26]) remains a
paradox, as atomic separation requires traction levels on the order
of the theoretical lattice strength. As pointed out by Hutchinson
[93], attempts to link macroscopic cracking to atomistic fracture
are frustrated by the inability of classic continuum theories to
model behavior adequately at the small scales involved in crack tip
deformation [32]. SGP theories have the potential to bridge the gap
between atomistic fracture and macroscopic cracking and several
SGP formulations have been employed to characterize crack tip fields
(see, e.g., [27, 28, 31–34]). However, the vast majority of studies have
been conducted in the framework of the infinitesimal deformation
theory, and although large deformations occur in the vicinity of
the crack, little work has been done to investigate crack tip fields
under SGP accounting for finite strains. Hwang et al. [71] developed
a finite deformation framework for the MSG plasticity theory but
they were unable to reach strain levels higher than 10% near the
crack tip due to convergence problems. Pan and Yuan [35] used the
element-free Galerkin method to characterize crack tip fields through
a lower order gradient plasticity (LGP) model [94]. From a pheno-
menological perspective, Tvergaard and Niordson [29] analyzed the
influence of strain gradients at a crack tip interacting with a number
of voids while Mikkelsen and Goutianos [30] determined the range
of material length scales where a full strain gradient dependent
plasticity simulation is necessary.

69



Moreover, identifying and quantifying the relation between mate-
rial parameters and the physical length over which gradient effects
prominently enhance crack tip stresses is essential in rating their
influence on crack-growth mechanisms, and for rationally applying
SGP theories to predict damage and fracture. This has been done
recently by Komaragiri et al. [28] for the phenomenological SGP

theory of Fleck and Hutchinson [13] within a small strain framework.
But, as the strain gradient contributes to the work hardening of the
material, lowering crack tip blunting and significantly altering the
stress distribution, it is imperative to quantify the distance ahead of
the crack tip influenced by the plastic size effect accounting for finite
strains.

This chapter is therefore devoted to numerically assess the influ-
ence of plastic strain gradients on the fracture process of metallic
materials in the framework of small and large deformations through
a mechanism-based SGP approach. An extensive parametric study
is conducted and differences in the stress distributions ahead of the
crack tip, relative to conventional plasticity, are quantified. Implicati-
ons of the results on fracture and damage modeling are thoroughly
discussed.

4.2 crack tip fields with infinitesimal strains

Crack tip fields are evaluated in the framework of the finite element
method by means of a boundary layer formulation, where the crack
region is contained by a circular zone and a mode-I load is applied at
the remote circular boundary through a prescribed displacement:

u(r, θ) = KI
1+ ν

E

√
r

2π
cos

(
θ

2

)
(3− 4ν− cosθ) (4.1)

v(r, θ) = KI
1+ ν

E

√
r

2π
sin

(
θ

2

)
(3− 4ν− cosθ) (4.2)

u and v being the horizontal and vertical components of the dis-
placement boundary condition, respectively; r and θ the radial and
angular coordinates of a polar coordinate system centered at the
crack tip, E and ν the elastic properties of the material, and KI the
stress intensity factor that quantifies the remote applied load.

The CMSG theory will be employed to characterize crack tip fields
accounting for the role of GNDs from a mechanism-based perspective.
The material model is implemented in the commercial finite element
package ABAQUS via its user-material subroutine UMAT. Since
higher-order boundary conditions are not involved, the governing
equations of the CMSG theory are essentially the same as those
in conventional plasticity. The plastic strain gradient is obtained
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by numerical differentiation within the element: the plastic strain
increment is interpolated through its values at the Gauss integration
points in the isoparametric space and afterwards the increment in
the plastic strain gradient is calculated by differentiation of the shape
function. Another possible implementation scheme lies in using C0

finite elements incorporating the effect of the strain gradient as an
extension of the classic FE formulation [95, 96].

Plane strain conditions are assumed and only the upper half of the
circular domain is modeled because of symmetry. An outer radius
of R=42 mm is defined and the entire specimen is discretized using
1580 eight-noded quadrilateral plane-strain elements with reduced
integration (CPE8R). As seen in Fig. 4.1, to accurately characterize
the strain-gradient effect, a very fine mesh is used near the crack tip,
where the length of the smallest element is approximately 10 nm.

To compare and validate the numerical implementation, the same
material properties as those considered by Qu et al. [33] have been
adopted. Thus, if the stress-strain relation in uniaxial tension can be
written as:

σ = σreff(ε
p) = σY

(
E

σY

)N (
εp +

σY
E

)N
(4.3)

where σY is the initial yield stress and N is the strain hardening
exponent. σref = σY (E/σY)

N is the assumed reference stress, and
f(εp) = (εp + (σY/E))

N; the material parameters being σY = 0.2% of
E, ν = 0.3, N = 0.2, m = 20, b = 0.255 nm, and α = 0.5, which gives
an intrinsic material length of l = 3.53 µm according to (2.10). Results
are post-processed by means of Abaqus2Matlab, a novel piece of soft-
ware that links the well-known FE package ABAQUS with MATLAB,
the most comprehensive program for mathematical analysis [97].

Figure 4.1: Finite element mesh for the boundary layer formulation

Fig. 4.2 shows the hoop stress σθθ distribution ahead of the crack
tip (θ = 0◦) under a remote load of KI = 17.3σY

√
l for both CMSG

and classic plasticity theories; σθθ is normalized with the material
yield stress and the distance to the crack tip r ranges from 0.1 µm,
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the lower limit of CMSG plasticity, to 100 µm. As depicted in Fig.
4.2, the stress-field predicted by the CMSG theory agrees with the
estimations of Hutchinson, Rice, and Rosengren (HRR) [79, 80] away
from the crack tip, but becomes much larger within 1 µm distance
from it. Indeed, the stress level in the CMSG theory at r = 0.1µm
is equal to 12σY , which is high enough to trigger cleavage fracture
as discussed in [33]. Results agree with those obtained by Qu et al.
[33] and Jiang et al. [32] for the CMSG and MSG theories, respectively,
proving that higher-order boundary conditions do not influence crack
tip fields within its physical domain and thus validating the present
numerical implementation.
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Figure 4.2: σθθ distribution ahead of the crack tip for both CMSG and classic
plasticity theories in small strains, r being the distance to the
crack tip in log scale for KI = 17.3σY

√
l, σY = 0.2% of E, ν = 0.3,

N = 0.2 and l = 3.53 µm

A parametric study covering several material properties, applied
loads, and constraint conditions is conducted as a function of physi-
cal inputs to determine the influence of the strain gradient on crack
tip fields. As shown in Fig. 4.2, with the aim of quantifying the size
of the region that is affected by the plastic size effect, the distance
over which the stress is significantly higher than that predicted by
conventional plasticity (σCMSG > 1.5σHRR) is defined by rSGP. Diffe-
rences between the stress field obtained at a given point in the crack
tip region, for the CMSG theory (σCMSG), and the HRR field (σHRR)
will depend on the following dimensionless terms:

σCMSG
σHRR

= f

(
σY
E

,N,ν,
l

R
,
KI

σY
√
l

)
(4.4)

The material properties considered in Fig. 4.2 are taken as reference
values and its corresponding variables are denoted with an asterisk
to avoid confusion. Moreover, to quantify the plastic size effect under
different crack tip constraint conditions, the stress-fields are evalua-
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ted through a modified boundary layer (MBL) formulation where the
remote boundary is also dependent on the elastic T -stress [98]:

u(r, θ) =KI
1+ ν

E

√
r

2π
cos

(
θ

2

)
(3− 4ν− cosθ)

+ T

(
1− ν2

E

)
Rcosθ (4.5)

v(r, θ) =KI
1+ ν

E

√
r

2π
sin

(
θ

2

)
(3− 4ν− cosθ)

− T

(
ν(1+ ν)

E

)
Rsinθ (4.6)

Fig. 4.3a shows the size of the domain influenced by the strain
gradient plotted as a function of the applied load for the same confi-
guration and material properties as above with rSGP normalized to
the reference length scale l∗ and the normalized applied stress inten-
sity factor going from KI = 30σ∗Y

√
l∗ to KI = 300σ∗Y

√
l∗. The trend

described by rSGP could be justified by the influence of geometrically
necessary dislocations on plastic resistance. Since, as shown in (2.9)
and (3.3), the plastic strain gradient ηp is an internal variable of the
constitutive equation of the CMSG theory which acts to increase the
tangent modulus, hence reducing the plastic strain rate. Therefore,
the plastic size effect leads to additional hardening, which causes
an increase of the stress level that is enhanced as the applied load
increases. Maintaining small-scale yielding (SSY) conditions, three
load levels are considered in the analysis of subsequent parameters:
KI = 0.12σ∗Y

√
R, KI = 0.6σ∗Y

√
R and KI = 1.2σ∗Y

√
R.

Fig. 4.3b shows the plots for the normalized relation between rSGP
and the material elastic properties for different values of the yield
stress σY . The results show that as the value of the yield stress increa-
ses, the length of the domain where crack tip fields are influenced by
the size effect decreases. This is due to the fact that a higher value of
σY causes a reduction in plastic deformation, hence downsizing the
interval in which the strain gradient influences the tangent modulus.
Note also that while an increase in the value of σY translates into a
higher σflow in conventional plasticity, the magnitude of the term
accounting for the strain-gradient effect in (2.9) is independent of the
material yield stress since the intrinsic material length l (2.10) also
depends on σY .
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Figure 4.3: Distance ahead of the crack tip where the strain gradient sig-
nificantly influences the stress distribution in small strains as a
function of (a) applied load KI, (b) yield stress σY , (c) strain har-
dening exponent N, (d) Poisson’s ratio ν, (e) intrinsic material
length l and (f) T -stress.

Fig. 4.3c illustrates the normalized distance over which the strain
gradient significantly influences the stress distribution as a function
of the strain hardening exponent N, with N values varying between
0.1 and 0.4. As seen in Fig. 4.3c, the higher the work hardening
degree of the material the lower the extension of the influence of
the plastic size effect on crack tip fields. Since, as shown by Shi et
al. [73] for the MSG theory, and unlike the HRR field, the power of
stress-singularity in CMSG plasticity is independent of N. This is

74



because the strain gradient becomes more singular than the strain
near the crack tip, and it dominates the contribution to the flow
stress in (2.9), implying that the density of geometrically necessary
dislocations ρG around the crack tip is significantly larger than the
density of statistically stored dislocations ρS.

Fig. 4.3d shows the variation of the normalized magnitude of
the domain influenced by the size effect for different values of the
Poisson’s ratio ν (0.2-0.45). The results show that an increase in the
Poisson’s ratio leads to a reduction in the extension of the differences
caused by the plastic size effect. This is a result of the Poisson’s
ratio influence on plastic deformation and its weight on the intrinsic
material length (2.10).

In Fig. 4.3e the normalized distance ahead of the crack tip where
the strain gradient influences the stress distribution is plotted as a
function of the intrinsic material length l. A range of values for l
of 0.1-100 µm is considered, since the scale at which the plastic size
effect is observed is on the order of microns [39], and corresponds
to the range of values that l can take according to (2.10) for material
properties common to metals. As expected, higher values of l also
result in higher values of rSGP since the influence of the term asso-
ciated with the strain gradient inside the square root in (2.9) increases.

Fig. 4.3f shows the variation of the normalized size of the domain
influenced by the strain gradient for different constraint situations.
As observed, rSGP decreases as the constraint level increases because
of the plastic-zone size dependence on the elastic T -stress [99]. Ho-
wever, the length of the domain where crack tip fields are influenced
by the size effect shows very low sensitivity to different crack tip con-
straint conditions since changes on the T -stress value entail the same
effect in both CMSG and HRR fields: negative T -stresses lead to a sig-
nificant downward shift in the stress fields whereas positive values
of T slightly increase the stress level near the crack.

4.3 crack tip fields with finite strains

Stress distributions in the vicinity of the crack are obtained in the
framework of the finite deformation theory. Rigid body rotations for
the strains and stresses are conducted by the Hughes and Winget
[100] algorithm and the strain gradient is obtained from the defor-
med configuration since the infinitesimal displacement assumption
is no longer valid.

The initial configuration and the background mesh of the boundary
layer formulation are shown in Fig. 4.4. A very fine mesh of 6134
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CPE8R elements is used to obtain accurate results. As seen in Fig. 4.5,
the hoop stress σθθ distribution ahead of the crack line is obtained for
both the CMSG and classic plasticity theories for the same material
properties and loading conditions as in Fig. 4.2.

(a) (b)

Figure 4.4: Finite element mesh for the boundary layer formulation under
large deformations: (a) complete model and (b) vicinity of the
crack

In classic plasticity large strains at the crack tip cause the crack to
blunt, which reduces the stress triaxiality locally. However, because of
the strain gradient contribution to the work hardening of the material,
this behavior is not appreciated when the plastic size effect is consi-
dered. As proved by McMeeking [101], in conventional plasticity the
crack opening stress reaches a peak at approximately the same dis-
tance from the crack tip as the onset of the asymptotic behavior of
the plastic strain distribution. Therefore, as seen in Fig. 4.5, the strain
gradient influences the stress distribution of the CMSG theory at ap-
proximately the same distance where a maximum of σθθ is obtained
in conventional plasticity, significantly increasing the differences bet-
ween the stress distributions of the SGP and classic plasticity theories;
the magnitude of the distance where these differences occur, rSGP, is
one order of magnitude higher than that presented in Fig. 4.2.
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Figure 4.5: σθθ distribution ahead of the crack tip for both CMSG and classic
plasticity theories in large deformations, r being the distance to
the crack tip in log scale for KI = 17.3σY

√
l, σY = 0.2% of E,

ν = 0.3, N = 0.2, and l = 3.53 µm

To quantify the domain of influence of the strain gradient under
large deformations, a parametric study is conducted. Furthermore,
with the aim of establishing a comparison, results are obtained in the
framework of the infinitesimal deformation theory; mimicking mate-
rial properties and loading conditions. The variation of the norma-
lized distance over which the strain gradient significantly influences
the stress distribution - as a function of material properties, constraint
conditions, and the applied load - is plotted in Fig. 4.6. Following
the work by McMeeking [101], a relation between the crack tip and
outer radii (R/r = 105) is considered and a sufficiently higher upper
bound for the load range (KI = 1.2σ∗Y

√
R) is chosen to ensure a final

blunting five times larger than the initial radius. Since the same range
of values used for each parameter in section 3 is also considered in
this case, results obtained can be compared with those shown in Fig.
4.4.
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Figure 4.6: Distance ahead of the crack tip where the strain gradient sig-
nificantly influences the stress distribution under small (dashed
lines) and large (solid lines) strains as a function of (a) applied
load KI, (b) yield stress σY , (c) strain hardening exponent N, (d)
Poisson’s ratio ν, (e) intrinsic material length l, and (f) T -stress.
The material properties considered in Fig. 4.2 are considered as
the reference values (∗).

The trends shown in Fig. 4.6 for both large (solid lines) and small
(dashed lines) strains are the same as those obtained for the para-
metric analysis in section 4.2. However, significantly higher values
of rSGP are obtained in all cases when large deformations are con-
sidered. These results reveal that even in the case of a very small
load (KI = 0.12σ∗Y

√
R), accounting for large strains brings a relatively
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meaningful influence of the strain gradient. These differences with
respect to the predictions that could be expected from the classic plas-
ticity theory are much higher for load levels relevant to fracture and
damage in metals (KI = 0.6σ∗Y

√
R and KI = 1.2σ∗Y

√
R). Moreover, the

results show a high sensitivity of the plastic size effect to the material
properties and the applied load, so that a parametric study within the
finite deformation theory is essential to rationally assess the need to
incorporate an intrinsic material length in the continuum analysis.

4.4 discussion

The parametric study shows that higher values of the applied load
and the intrinsic material length increase the influence of the strain
gradients on crack tip fields, whereas the opposite is true for the yield
stress, the strain hardening exponent and the Poisson’s ratio, being
rSGP less sensitive to the latter parameter. Results concerning the
yield stress are especially relevant since the hydrostatic stress follows
the same trends. Therefore, the plastic size effect could strongly influ-
ence the process of hydrogen embrittlement, which severely degrades
the fracture resistance of high strength steels. This is due to the cen-
tral role that the stress field close to the crack tip plays on both hydro-
gen concentration and interface decohesion [102]. Also, while results
obtained within the infinitesimal deformation theory show that the
effect of plastic strain gradient is negligible for higher values of σY ,
which are common to high strength metallic alloys, strong differences
arise between the stress fields of SGP and conventional plasticity theo-
ries when large strains are considered. This demonstrates the need to
include the plastic size effect in the modelization of hydrogen-assisted
cracking in metals. It is important to note that hydrogen-assisted da-
mage occurs very close to the crack tip, the critical distance being
lower than 1 µm (see e.g. [36]) where the magnitude of stress ele-
vation due to the influence of the strain gradient is significant. The
ratio between CMSG and classic plasticity opening stress predictions
is plotted in Fig. 4.7, where it can also be noticed that much higher
values are obtained when large strains are considered.
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Figure 4.7: Ratio between the σθθ predictions of CMSG and classic plasticity
at r = 0.1µm ahead of the crack tip (θ = 0) as a function of the
applied load for (a) small strains and sharp crack and (b) large
strains and blunted crack. The material properties are the same
as those in Fig. 4.2

Previous works established that the domain where SGP effects
can significantly elevate stresses over the HRR result for small
strains was confined to distances less than 10 µm from the crack
tip [28]. However, results shown in section 4.3 reveal that, when
finite strains are considered, stress elevations persist to distances that
could be one order of magnitude higher than those obtained within
the infinitesimal deformation theory. This could have important
implications on fracture and damage modeling of metals since the
area where the strain gradient would significantly alter the crack
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tip fields could span several voids ahead of the crack, and therefore
influence various damage mechanisms that are characteristic of
ductile fracture. Thus, results obtained from this work reveal that
in the presence of a crack, near-tip stress elevation predicted by
SGP theories could significantly influence the probability of cleavage
fracture in ductile-to-brittle transition analyses [103], the prediction
of stress-controlled nucleation of voids at large inclusions [104], the
value of the parameters intrinsic to micromechanical failure models
[105, 106] when fitted through a top-down approach, or the onset
of damage in stress-related coalescence criteria [107]. This is unlike
previous studies on cleavage fracture and void growth, which did not
consider the influence of the plastic strain gradient in modelization.

Results concerning the MBL formulation (Figs. 4.3f and 4.6f) reveal
that the aforementioned influence of the strain gradient on crack tip
fields remains under different constraint conditions since the size of
the domain where significant differences between the stress fields of
the SGP and the conventional plasticity theories arise is almost insen-
sitive to changes in the T -stress value.

4.5 conclusions

In this chapter, the influence of MSG plasticity on the fracture
process of metallic materials has been numerically analyzed for
both small and large deformations. The extensive parametric study
conducted relates material properties, constraint scenarios, and
applied loads with the physical distance ahead of the crack tip where
the strain gradient significantly influences the stress distribution,
thus identifying the conditions where the plastic size effect should
be included in crack tip damage modeling.

Moreover, accounting for large strains and finite geometry changes
in the numerical model reveals a meaningful increase in the domain
influenced by the size effect, which may indicate the need to take
into consideration the influence of the plastic strain gradient in the
modeling of damage mechanisms, which has not been considered so
far in the literature.
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5
O N F R A C T U R E I N F I N I T E S T R A I N G R A D I E N T
P L A S T I C I T Y

5.1 introduction

Predictive modeling of fracture and damage requires an appropri-
ate characterization of crack tip deformation. SGP theories provide
a more accurate description than conventional continuum theories
by incorporating certain microstructural features (GNDs) into the
modeling. However, uncertainties remain and the complexities
associated with experimental measurements within micrometers to
the crack hinder model verification. A number of SGP formulations
exist and the impact in crack tip characterization of the different
constitutive prescriptions proposed must be examined. Moreover,
as shown in Chapter 4, a quantitative estimation of the differences
with conventional theories requires to incorporate finite strains and
rotations into the modeling.

Isotropic SGP formulations can be classified according to different
criteria, one distinguishing between phenomenological theories
(e.g, [11, 13]) and microstructurally/mechanism-based ones [12, 14]
1. These two main classes of SGP formulations are employed to
thoroughly evaluate crack tip fields with the aim of gaining insight
into the role of the increased dislocation density associated with
large gradients in plastic strain near the crack. Differences between
phenomenological and mechanism-based SGP models are examined
and their physical implications discussed.

From a mechanism-based perspective, the lower order CMSG theory
is employed as it allows for a very robust finite strain numerical
implementation (see [72] and Chapter 4). As discussed thoroughly in
[33, 73] and proven in Section 3.1.1.4, higher order boundary conditi-
ons have essentially no effect on the stress distribution at a distance
of more than 10 nm away from the crack tip in MSG plasticity, well
below the lower limit of physical validity of these theories. Results
shown are therefore independent of the order of the formulation
and the conclusions from the present comparative study apply to
both Gao et al. [12] and Huang et al. [14] models. Consequently,
following a common procedure in the literature (see, e.g., [95]), all

1 Although MSG plasticity is built from Taylor’s dislocation model, all the SGP theories
considered in the present work are phenomenological in that they employ isotropic
measures of the plastic strain and its gradient.
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the results obtained from the CMSG theory are henceforth labeled as
MSG plasticity. The constitutive and numerical frameworks employed
are described in detail in Chapter 4 and Sections 2.1 and 3.1.

On the other hand, the higher order SGP theory proposed by Fleck
and Hutchinson [13] is considered to model size effects in metal plas-
ticity from a phenomenological perspective. The numerical imple-
mentation follows the methodology described in Section 3.2, with the
large strains version being largely based on the finite strain generali-
zation proposed by Niordson and Redanz [49] (see Section 2.2).

5.2 numerical results

5.2.1 Infinitesimal deformation theory

Crack tip fields are first assessed within the framework of the in-
finitesimal deformation theory with the aim of introducing the com-
parative study between theories. Two dimensional plane strain crack
tip fields are evaluated by means of a boundary layer formulation,
where the crack region is contained by a circular zone and the Mode
I load KI is applied at the remote circular boundary through prescri-
bed horizontal v and vertical v displacements according to (4.1) and
(4.2), respectively, as described in Chapter 4. Plane strain conditions
are assumed and only the upper half of the circular domain is mo-
deled due to symmetry. Different mesh densities were used to study
convergence behavior, and it was found that 1600 eight-noded quadri-
lateral elements with reduced integration were sufficient to achieve
mesh-independent results. As in Chapter 4, a very refined mesh is
used near the crack tip with the aim of accurately characterizing the
influence of the strain gradient, being the size of the elements on
the order of nanometers. Unless otherwise stated, the following set
of non-dimensional material parameters is considered in the present
work

N = 0.2,
σY
E

= 0.2%, ν = 0.3 (5.1)

where σY is the initial yield stress, E is Young’s modulus, ν is the
Poisson ratio of the material and N is the strain hardening exponent.
An isotropic power law material is adopted according to

σ = σY

(
1+

Eεp

σY

)N
(5.2)

In the phenomenological approach, the hardening curve is eva-
luated at Ep (the gradient-enhanced effective plastic strain rate in
Fleck-Hutchinson theory) instead of εp as discussed in [13]. The

reference stress of (2.8) will correspond to σref = σY

(
E
σY

)N
and
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f(εp) =
(
εp + σY

E

)N. Fig. 5.1 shows the opening stress distribu-
tions σθθ ahead of the crack tip (θ = 0◦) obtained from classic
plasticity, phenomenological SGP (both single length and multiple
length parameter theories) and MSG plasticity. The stress values are
normalized by the material yield stress while the horizontal axis is
left unchanged, due to the central role that the magnitude of the
domain ahead of the crack tip influenced by strain gradients plays
on damage modeling. In the present study, a material length scale
of l = 5 µm has been considered. This would be a typical estimate
for nickel [4] and corresponds to an intermediate value within the
range of experimentally observed material length scales reported in
the literature (1-10 µm, see Table 1).
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Figure 5.1: Small strain predictions of σθθ ahead of the crack tip for classic
plasticity and both mechanism-based and phenomenological SGP

approaches. The figure shows results along the extended crack
plane with the distance to the crack tip r in log scale for KI =

25σY
√
l, σY = 0.2%E, ν = 0.3, N = 0.2 and material length scales

of l∗ = l1 = l2 = l3 = lMSG = 5 µm

Results show that SGP stress predictions agree with classic plasti-
city away from the crack tip but become much larger within tens of
microns from it. Fig. 5.1 reveals significant quantitative differences
among theories for the same reference value of the material length
scale. Within the phenomenological approach, the single length scale
theory predicts much smaller size effects than the multiple parame-
ter theory when all individual length scales li are set equal to l∗, as
previously reported by Komaragiri et al. [28]. Furthermore, it is seen
that the stress level attained near the crack tip from the phenome-
nological approach is much higher than MSG plasticity predictions,
especially in the case of the multiple length scale theory. However,
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the distance ahead of the crack tip where the stress distribution de-
viates from classic plasticity predictions is quite similar for the cases
of MSG plasticity and the single parameter phenomenological theory,
while a significantly larger size of the domain influenced by strain
gradients is observed when the multiple length parameter theory is
adopted.

5.2.2 Finite deformation theory

Since large strains take place in the vicinity of the crack, crack
tip fields should be evaluated within the framework of the finite
deformation theory in order to assess the influence of strain gradients
in damage and fracture modeling. Moreover, the results shown in
Chapter 4 (see also [72]) reveal a meaningful increase in the domain
influenced by the plastic size effect when large strains are taken into
account, as a consequence of the influence of strain gradients on the
work hardening of the material. Following [101], a ratio between
the radii of the outer boundary and the crack tip of R/r = 105 is
considered and, as in the small strain case, different mesh densities
were evaluated in order to compute accurate results. As in Section
4.3, a very refined mesh is employed, where around 6200 eight-noded
quadrilateral elements with reduced integration are generally used
to achieve convergence.

Fig. 5.2 plots the normalized opening stress distribution under
the same conditions as fig. 5.1 where, as in the small strains case,
the distance to the crack tip r is shown in logarithmic scale. Results
obtained with classic plasticity reproduce the well known behavior
revealed by McMeeking [101], namely that large strains at the crack
tip cause the crack to blunt, reducing the stress triaxiality locally.
However, when size effects are included in the modeling, strain
gradients increase the resistance to plastic deformation, lowering
crack tip blunting and consequently, suppressing the local stress
reduction. As it can be seen in the figure, a monotonic stress increase
is still observed in SGP predictions and therefore the distance ahead
of the crack tip where strain gradients severely influence the stress
distributions increases significantly when compared to the small
strain results.
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Figure 5.2: Finite deformation results for σθθ ahead of the crack tip for clas-
sic plasticity and both mechanism-based and phenomenological
SGP approaches. The figure shows results along the extended
crack plane with the distance to the crack tip r in log scale for
KI = 25σY

√
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As in the small strain case, results shown in fig. 5.2 also reveal
significant quantitative differences among SGP theories for the same
reference material length scale. As in fig. 5.1, the single length
parameter phenomenological theory predicts a smaller influence of
GNDs when compared to the multiple parameter version, although
the magnitude of stress elevation computed close to the crack tip
from both theories is much closer when finite strains are taken into
account. Both single and multiple length scale phenomenological
theories predict much higher stress levels at the crack tip than MSG

plasticity. However, the domain ahead of the crack tip where size
effects alter the stress distribution in MSG plasticity is significantly
greater in finite strains, close to the predictions obtained from the
Fleck-Hutchinson multiple length parameter theory for the load level
considered.
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Unlike classic plasticity, for all SGP stress distributions the maxi-
mum level of stress is achieved at the crack tip as a consequence of
local hardening promoted by GNDs. Fig. 5.3 shows the degree of
crack tip blunting under the same conditions as fig. 5.2 where it can
be readily seen that blunting of the initial crack tip radius decreases
significantly when size effects are included in the modeling. As the
influence of strain gradients on crack tip fields persists all the way
to the crack tip, essential differences arise when comparing with
classic plasticity predictions in the blunting dominated zone. Hence,
the magnitude of macroscopic stress elevation is much higher than
that reported by previous studies, conducted within the infinitesimal
deformation theory.

Figs. 5.4 and 5.5 quantify the differences from classic plasticity
predictions as a function of (a) the external load and (b) the ma-
terial length scale. Both the magnitude of stress elevation close to
the crack tip and the physical length over which gradient effects sig-
nificantly enhance crack tip stresses are evaluated. Figs. 5.4 and
5.5 show, respectively, the variation of the ratio of stress elevation
σSGP/σClassical at r = 0.1µm and rSGP, the size of the domain
ahead of the crack tip where the stress distribution significantly devi-
ates from classic plasticity predictions (σSGP > 2σClassical). In Fig.
5.4 stresses are sampled at r = 0.1µm as it is considered the lower
limit of physical validity of continuum SGP theories, while being suf-
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ficiently close to the crack tip to provide representative results of in-
terest for the modeling of several damage mechanisms. In both phe-
nomenological and mechanism-based approaches the magnitude of
stress elevation and the domain of influence of strain gradients mo-
notonically increase with the external load and the value of the refe-
rence length scale parameter. For the higher load level considered the
opening stress value at the crack tip is 15-25 times the estimation of
classic plasticity, depending on the SGP theory considered, while the
distance ahead of the crack where strain gradients significantly alter
stress distributions spans several micrometers. One should note that
a wide range of load levels of interest for damage modeling has been
considered, with the largest load level roughly KI ≈ 100 MPa

√
m

for a typical steel of σY = 400 MPa and E = 200000 MPa. Both the
domain influenced by strain gradients and the ratio of stress eleva-
tion at the crack tip show sensitivity to the length scale parameter,
especially for lower values of l. In fact, for high values of l both
MSG plasticity and the phenomenological multiple length parameter
theory predict an SGP influenced region bigger than the blunting do-
minated zone. Thus, for some particular combinations of l, applied
load and material properties, the physical length over which strain
gradients meaningfully enhance crack tip stresses spans several tens
of micrometers. This may have important implications on fracture
and damage modeling of metals since the critical distance of many
damage mechanisms fall within this range.
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Figure 5.4: Ratio of stress elevation promoted by strain gradients at r =

0.1µm ahead of the crack tip (θ = 0◦) as a function of (a) ap-
plied load KI and (b) material length scale l, for σY = 0.2%E,
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Moreover, damage modeling at the continuum level has been gene-
rally based on a distinct feature of classic plasticity: the peak stress
ahead of the crack tip changes its position with the load but does not
change its value. This is not the case when accounting for strain gra-
dient effects in the constitutive modeling, as shown in fig. 5.6, where
the normalized opening stress distribution σθθ/σY ahead of the crack
tip is shown in a double logarithmic plot for different values of the
crack tip load.
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Figure 5.6: Double logarithm plot of the normalized opening stress distri-
bution σθθ/σY ahead of the crack tip for classic plasticity and
both mechanism-based and phenomenological SGP approaches,
being the distance to the crack tip normalized by the external
load rσY/J for σY = 0.2%E, ν = 0.3, N = 0.2 and material length
scales of l∗ = l1 = l2 = l3 = lMSG = 5 µm. Finite deformation
theory

The distance to the crack tip has been normalized by the external
load rσY/J, with J denoting the J-integral, that is related to the
applied load by J =

(
1− ν2

)
K2I/E. The figure reveals that the

influence of GNDs persists all the way to the crack tip, even for
very large amounts of crack tip blunting. Unlike classic plasticity
(represented by the black curves), crack tip fields obtained from SGP

theories cannot be scaled by the load and the maximum stress level
increases with the external load.

The present results highlight the need to account for the influ-
ence of strain gradients in the modelization of several damage me-
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chanisms. The extent ahead of the crack tip where strain gradients
play an important role suggests that gradient enhanced simulations
may be relevant for continuum modeling of cleavage fracture [108],
ductile-to-brittle assessment [103], fatigue crack closure [109] and
ductile damage [104, 105, 110]. Furthermore, accounting for the influ-
ence of GNDs in the vicinity of the crack may be particularly relevant
in the modelization of hydrogen assisted cracking, due to the essen-
tial role that the hydrostatic stress has on both interface decohesion
and hydrogen diffusion in relation to the fracture process zone (see
[36]).
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Figure 5.7: Finite deformation theory results for σH ahead of the crack tip
for classic plasticity and both mechanism-based and phenome-
nological SGP approaches. The distance to the crack tip is de-
noted r and the parameters of the problem are KI = 25σY

√
l,

σY = 0.2%E, ν = 0.3, N = 0.2 and and material length scales of
l∗ = l1 = l2 = l3 = lMSG = 5 µm.

Fig. 5.7 shows the hydrostatic stress distribution ahead of the
crack tip under the same conditions as fig. 5.2. Results reveal that σH
shows broadly identical trends as the opening stress. The conventio-
nal plasticity solution agrees with SGP predictions far from the crack
tip but significant differences arise within several micrometers of
the crack tip as the stress level decreases in the blunting dominated
zone for conventional plasticity. The high level of crack tip surface
hydrogen measured in high-strength steels suggests that damage
takes place within 1 µm of the crack surface (see [36, 111]). The
stress level attained at r = 1 µm from MSG plasticity and single and
multiple length parameter phenomenological theories is, respectively,
≈ 3.5, 2 and 5 times the prediction of classic plasticity. Since results
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have been obtained for a load level (≈ 20 MPa
√
m for a typical

steel) that could be considered a lower bound for damage modeling
(see e.g. [112]), accounting for the influence of GNDs close to the
crack tip appears to be imperative in hydrogen embrittlement models.

However, the quantitative differences observed among SGP theo-
ries hinder gradient enhanced modeling. Both opening (figs. 5.2,
5.3 and 5.6) and hydrostatic stress distributions (fig. 5.7) reveal sub-
stantial dissimilarities under the same reference length parameter. A
qualitative agreement is found when examining the influence of the
external load and the material length scale parameter for both phe-
nomenological and mechanism-based SGP theories (figs. 5.4 and 5.5),
although relevant quantitative differences are appreciated. A much
higher value of l is needed in MSG plasticity to reach the crack tip
stress predicted by means of both versions of Fleck-Hutchinson the-
ory (fig. 5.4b) while the opposite is true when examining the distance
ahead of the crack tip where the stress distribution deviates from con-
ventional plasticity predictions (fig. 5.5b). Under the same conditions
as fig. 5.3 a close degree of crack tip blunting is obtained by means
of the following relation:

l1 = l2 = l3 ≈
1

5
lMSG ≈

1

2.5
l∗ (5.3)

Using a cohesive zone model, Wei et al. [113] established that the
relation between the steady-state fracture toughness and the separa-
tion strength obtained from MSG plasticity and from an earlier version
of the Fleck-Hutchinson theory [11, 27] agrees if one considers the fol-
lowing approximate relation for the length scale parameter:

lMSG ≈ (4− 5)lSG (5.4)

Here, lMSG and lSG are the material length scales of the MSG

theory and the Fleck and Hutchinson (1997) [11] phenomenological
theory, respectively. This correlation is similar to the one elucidated
by means of crack tip blunting in the present work. However, since
the material length scale has to be determined from micro-tests, it
is still uncertain if the experimentally obtained value of l for MSG

plasticity will be 4 − 5 times its counterpart in Fleck-Hutchinson
theory. In fact, similar values of l have been obtained for polycry-
stalline copper from both approaches [1, 3] and therefore further
research is needed to provide an accurate quantitative assessment of
the influence of GNDs at the crack tip. With the aim of gaining insight
into the role of individual length scales in the phenomenological
three parameter theory, crack tip stress distributions are obtained for
various combinations of the length scale parameters. In fig. 5.8 the
influence of each of the parameters is examined by varying its value
and keeping fixed the remaining two length scales.
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Figure 5.8: Opening stress distributions from the phenomenological multi-
ple parameter theory for (a) fixed l2 and l3 (l2 = l3) and varying
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From the spread of the curves it is seen that the degree of stress
elevation is more sensitive to the first parameter l1 (fig. 5.8a), while
l2 (fig. 5.8b) and l3 (fig. 5.8c) play a less relevant role (with σϑϑ/σY
ranging from 46 to 58.5 at, e.g., r/l = 0.03 versus 49 to 56 and 49.5 to
58, respectively). This behavior may be better appreciated in fig. 5.9,
where one parameter is fixed and other two parameters are equally
varied. Thus, fig. 5.9a shows the stress distributions obtained when
l1 is kept constant. The comparison with figs. 5.9b (constant l2) and
5.9c (constant l3) immediately reveals smaller changes in the results
when l1 is fixed. Varying l2 or l3 has a similar influence on the
results.

The slightly higher relevance of l1, the predominant material
length in the presence of stretch gradients, supports previous findings
by Komaragiri et al. [28] within the sharp crack problem. This further
implies that the combination of length scales that characterizes the in-
fluence of strain gradients ahead of the crack must be obtained from
indentation testing, where the dominating effect of l1 is also seen (see
[114]).

5.3 conclusions

Large gradients of plastic strain close to the crack tip must
undoubtedly lead to additional hardening and very high crack tip
stresses that classic plasticity is unable to predict. The experimental
observation of cleavage fracture in the presence of significant plastic
flow and the experimentally assessed domain where hydrogen
cracking nucleates support the concept of an increased dislocation
density due to GNDs in the vicinity of the crack.

In this work a general framework for damage and fracture as-
sessment including the effect of strain gradients is provided. The
numerical scheme of the two main approaches within continuum
strain gradient plasticity modeling is developed so as to account
for large strains and rotations and differences among theories are
revealed and discussed. The following aspects must be highlighted:

- Due to the contribution of strain gradients to the work hardening
of the material, crack tip blunting is largely reduced and the stress re-
duction intrinsic to conventional plasticity avoided. This significantly
increases the differences with classic plasticity solutions reported in
the literature within the infinitesimal deformation framework.

- The physical length ahead of the crack where SGP predictions
deviate from the estimations of classic plasticity can span several tens
of µm, embracing the critical distance of many damage mechanisms.
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The magnitude of stress elevation close to the crack tip suggests
that accounting for the effect of GNDs in the modelization can be
particularly relevant in hydrogen assisted cracking, where damage
takes place within 1 µm to the crack tip.

- Results reveal significant quantitative differences among SGP the-
ories for the same material length scale (l1 = l2 = l3 = lMSG = l∗).
Within the phenomenological approach, the single length parameter
version predicts much smaller size effects than its multiple length
parameter counterpart. Estimations from MSG plasticity lead to lower
crack tip stresses but a larger gradient dominated zone, relative to the
phenomenological predictions. Further research and experimental
data are needed to gain insight into the existing correlation between
the length scales inferred from each theory.

- A dominant effect of the first invariant of the strain gradient
tensor is observed in the multiple length parameter version of the
phenomenological SGP theory. Since l1 also plays an important role
in indentation testing, results indicate that the constitutive length
parameters that govern the influence of strain gradients in mode I
fracture problems should be inferred from nanoindentation.
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6
T H E R O L E O F E N E R G E T I C A N D D I S S I PAT I V E
L E N G T H PA R A M E T E R S

6.1 introduction

Introduced by Gudmundson [6] (see also the works by Gurtin [15]
and Gurtin and Anand [16]) to ensure positive plastic dissipation,
energetic (or recoverable) and dissipative (or unrecoverable) gradient
contributions are a common feature among the vast majority of the
most recent SGP formulations. The degree to which size effects are
mainly energetic or dissipative remains an open issue [65]. On the
one hand, GNDs may be understood to translate into an increase
in free energy of the solid [115]. On the other hand, experiments
suggest that the core energy of dislocations stored during plastic
deformation is much smaller than the plastic work dissipated in
dislocation motion, such that GNDs movement in the lattice may
contribute more to plastic dissipation [65].

Several authors have numerically shown that higher order re-
coverable stresses lead to higher material hardening while their
unrecoverable counterparts increase the yield strength [61, 88, 89,
116]. This different qualitative response with diminishing size is
also observed experimentally. Thus, several micro-tests, such as
the torsion experiments by Fleck et al. [3] or the nano-indentation
tests by Swadener et al. [117] reveal a significant increase in the
yield strength; while mainly additional hardening is observed in
other works (see, e.g., [4, 118]). And some experiments - such
as the micro-bending tests by Haque and Saif [41] - even show a
combination of strengthening and hardening. The influence of GNDs

can be therefore accurately modeled by fitting the different length
scale parameters to particular experiments and several authors have
been able to phenomenologically capture the observed size effects
(see, e.g., [59, 119]). However, the role of energetic and dissipative
gradient effects on fracture assessment remains to be investigated.

In this chapter the influence of recoverable and unrecoverable gra-
dient contributions will be assessed by means of two different classes
of SGP formulations: a Gudmundson’s [6] type theory (see Section
2.3) and Gurtin’s [15] DGP (see Section 2.4). Crack tip fields and crack
growth resistance are examined within a small strain formulation by
means of the numerical framework described in Chapter 3. The ef-
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fect of varying the dissipative L and energetic ` length parameters is
thoroughly analyzed and the physical implications discussed.

6.2 stationary crack tip fields

As in previous studies (see Chapters 4 and 5) crack tip fields are
computed by means of boundary layer formulation, where a remote
mode I load is imposed by prescribing the displacements of the outer
boundary. Due to symmetry only half of the model is examined and
a very refined mesh is employed to accurately capture the influence
of strain gradients close to the crack tip. As depicted in Fig. 6.1
a FE mesh of 11392 quadrilateral elements is employed, where the
characteristic element length in the vicinity of the crack is of a few
nanometers.

Figure 6.1: General and detailed representation of the FE mesh employed for
the boundary layer model.

A standard isotropic hardening response is assumed, where the
flow stress is given by

σF(E
p) = σY

(
1+

EEp

σY

)N
(6.1)

and the following material properties are adopted: σY = 0.2%E, ν =

0.3,m = 0.1, ε̇0 = 0.02 andN = 0.2. Stationary crack tip fields are first
computed for the SGP formulation described in Section 2.3. Results
obtained for different combinations of the energetic ` and dissipative
L length scale parameters are shown in Fig. 6.2.

100



r/rp

0.0001 0.001 0.01 0.1 1 10 102

σ
θ
θ
/σ

Y

0

20

40

60

80

100 L = ℓ = 0

L/rp = ℓ/rp = 1/50

L/rp = 1/100 & ℓ/rp = 1/50

L/rp = 1/500 & ℓ/rp = 1/50

L/rp = 1/50 & ℓ/rp = 1/500

L/rp = 1/100 & ℓ/rp = 1/500

L/rp = 1/500 & ℓ/rp = 1/500

L/rp = 1/50 & ℓ/rp = 1/100

L/rp = 1/100 & ℓ/rp = 1/100

L/rp = 1/500 & ℓ/rp = 1/100

(a)

r/rp
0.001 0.01

σ
θ
θ
/σ

Y

0

5

10

15

20

25

30

35

40

(b)

Figure 6.2: Normalized opening stress distribution ahead of the crack tip for
different values of the energetic ` and dissipative L length scales.
The figures show results along the extended crack plane with
the normalized distance to the crack tip in log scale for KI = 28

MPa
√
m, σY = 0.2%E, ν = 0.3, m = 0.1, ε̇0 = 0.02 and N = 0.2.
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The figure shows the normalized opening stress distribution
σθθ/σY ahead of the crack tip (θ = 0◦) with the distance to the crack
normalized by the Irwin-type small scale yielding estimation of the
plastic zone size

rp =
1

3π

(
KI
σY

)2
(6.2)

where KI is the remote stress intensity factor, quantifying the exter-
nal load. Results reveal that the different length scales do not influ-
ence the qualitative response ahead of a stationary crack: the stress
predictions agree with those of conventional plasticity (L = ` = 0)
far from the crack tip but are significantly higher as r goes towards
0. Quantitative differences for the different combinations of ` and L
can be observed by expanding the region of interest (Fig. 6.2b): the
larger the weight of `, the higher the stress level. The differences be-
tween L and ` further increase with the load, as shown in Fig. 6.3,
where r∗p corresponds to Irwin’s plastic zone size estimation for the
highest external load considered (KI = 9 MPa

√
m). The response is

almost identical for lower load values, but noticeable differences can
be observed for load levels of interest from the structural integrity
perspective.
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Figure 6.3: Normalized opening stress distribution ahead of the crack tip for
different values of the energetic ` and dissipative L length scales
and different applied loads. The figure shows results along the
extended crack plane with the normalized distance to the crack
tip in log scale for σY = 0.2%E, ν = 0.3 and N = 0.2.

102



The interpretation of the results in nevertheless complex. Due
to the relatively low values of the applied load considered, highly
proportional loading conditions are expected. Hence, differences
observed for different combinations of L and ` may be due to a
number of reasons. On one side, the rate dependent parameters will
most probably play a role, as the higher order dissipative stresses
τDijk are directly dependent on the effective stress Σ. On the other
side, the size of the gradient dominated region may also influence
the results. Danas et al. [120] analytically estimated - for the case
of a beam under pure bending - that the dissipative contribution
outweighs the energetic counterpart from a certain size of the plastic
domain.

Crack tip fields are computed for the same conventional material
properties by means of Gurtin [15] formulation, where the plastic
spin is constitutively accounted for and the contribution of GNDs

in the free energy is quantified by means of Nye’s tensor [63]. As
shown by Bardella [61] and Martínez-Pañeda et al. [60], χ, the
parameter governing the dissipation due to the plastic spin, weights
the contributions of the shear components of the plastic spin ϑ

p
12

and the plastic strain εp12. χ = 2/3 makes the effective plastic flow
rate (2.76) equal to the norm of the plastic distortion in the absence
of dissipative higher-order terms, while χ → ∞ reproduces the
conditions of Gurtin and Anand theory [16] (that is, irrotational
plastic flow). Hence, aiming to ease the comparison between theories,
results are shown in Fig. 6.4 for a very high value of χ. The figure
shows opening stress fields for different combinations of L and ` and
different values of the external load.

Fig. 6.4 reveals a dominant contribution of L to crack tip fields,
the opposite trend to that depicted in Figs. 6.2 and 6.3. Differences
must be related to the constitutive prescription of the defect energy.
Thus, while DGP involves Nye’s tensor as primal higher order kinema-
tic variable (2.74), in Gudmundson’s proposal the dissipative higher
order stresses are directly related to the components of the plastic
strain gradient (2.59). One should note that a quadratic form of the
defect energy has been assumed in both cases; a greater impact is
expected for less-than-quadratic forms that have proven to provide a
closer description to certain micron-scale experiments (see, e.g., [59,
121]). The differences with the previous case are further augmented
by the fact that - following [61] - the dissipative gradient contribu-
tion in the effective plastic flow rate (2.76) is weighted by 2/3, unlike
Gudmundson’s formulation, see (2.54).
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Figure 6.4: Normalized opening stress distribution predicted by DGP ahead
of the crack tip for different values of the energetic ` and dissipa-
tive L length scales and different applied loads. The figure shows
results along the extended crack plane with the normalized dis-
tance to the crack tip in log scale for σY = 0.2%E, ν = 0.3 and
N = 0.2.

The influence of the parameter governing the dissipation due to the
plastic spin is also examined. Opening stress distributions obtained
for different values of χ are shown in Fig. 6.5. Results show very little
influence of the dissipation due to the plastic spin in the material re-
sponse, as it may be expected for the mode I problem considered. The
stress level increases with χ, in accordance with the trends observed
by Bardella [61] for the simple shear problem, where augmenting χ
leads to additional material hardening.
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Figure 6.5: Normalized opening stress distribution ahead of the crack tip for
different values of the parameter governing the dissipation due
to the plastic spin χ. The figure shows results along the extended
crack plane with the normalized distance to the crack tip in log
scale for σY = 0.2%E, ν = 0.3, N = 0.2 and L/r∗p = `/r∗p = 1/60.

6.3 steady-state crack growth and work of fracture

Inspired by the seminal work of Tvergaard and Hutchinson [122]
crack growth initiation and subsequent resistance is examined for a
solid characterized by Gudmundson’s [6] SGP model (see Section 2.3).
Crack growth in a single edge notched specimen (SENT) under uniax-
ial tension is analyzed by means of a cohesive zone formulation. The
specimen configuration is depicted in Fig. 6.6, with a height-to-width
ratio of H/W = 4 and an initial edge crack of dimensions a0/W = 0.1.
Uniaxial tension is imposed by specifying a remote vertical displace-
ment U at the upper edge x2 = H. Plane strain conditions are as-
sumed and due to symmetry only half of the specimen is modeled
(0 6 x2 6 H). A perfectly plastic (N = 0) rate dependent material is
considered with σY/E = 0.003, m = 0.1 and ε̇0 = 0.25. The influence
of the higher order gradient terms will be examined by varying the
values of the energetic ` and dissipative L length scale parameters.
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Figure 6.6: Schematic of the SENT specimen geometry and the applied
boundary conditions.

The fracture process is modeled through the cohesive zone model
by Xu and Needleman [123]. A cohesive surface is defined ahead of
the crack whose properties are characterized by relations between the
normal (Tn) and tangential (Tt) tractions across this surface and the
corresponding displacement jumps (∆n and ∆t, respectively). This
relations are derived from a potential φ as [123, 124]

Ti = −
∂φ

∂∆i
(6.3)

with i = n, t; and

φ =φn +φn exp
(
−
∆n

δn

){ [
1− r+

∆n

δn

]
1− q

r− 1

−

[
q+

(r− q)

(r− 1)

∆n

δn

]
exp

(
−
∆2t
δ2t

)}
(6.4)
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where φn and φt respectively denote the normal and tangential work
of separation, which are given by

φn = exp(1)σmaxδn (6.5)

φt =

√
exp(1)
2

τmaxδt (6.6)

Here, σmax and τmax indicate, respectively, the interface normal
and tangential strengths, while δn and δt refer to the characteris-
tic opening lengths for normal and tangential directions, respecti-
vely. The coupling between the latter is governed by q = φt/φn
and r = ∆∗n/δn, where ∆∗n is the value attained by the normal displa-
cement jump after complete shear separation when Tn = 0. Accor-
dingly, the expressions for the normal,

Tn =
φn

δn
exp

(
−
∆n

δn

){
∆n

δn
exp

(
−
∆2t
δ2t

)
+
1− q

r− 1

[
1− exp

(
−
∆2t
δ2t

)][
r−

∆n

δn

]}
(6.7)

and tangential tractions,

Tt = 2
φn

δt

∆t

δt

{
q+

(
r− q

r− 1

)
∆n

δn

}
exp

(
−
∆n

δn

)
exp

(
−
∆2t
δ2t

)
(6.8)

are readily obtained.

One of the most popular ways of numerically implementing a co-
hesive zone model is by employing what is usually referred to as
cohesive finite elements. In the absence of higher order cohesive tracti-
ons (as required in the presence of a bimaterial interface, see [125])
the cohesive terms are exclusively related to the macroscopic stationary
principle (Minimum Principle II), and consequently (3.60) reads,∫

V

Cijklε̇klδε̇ijdV +

∫
S0

Ṫci δ∆̇idS =∫
V

Cijklε̇
p
klδε̇ijdV +

∫
S

Ṫiδu̇idS (6.9)

where S0 is the fracture surface, Tci is the cohesive traction along the
fracture surface and δ∆i is the virtual separation, such that the second
term of the left hand side is associated with the internal force of the
cohesive surface elements. The local nodal displacement separation
∆̃n is related to the local nodal displacement ũn by

∆̃n = Lmnũn (6.10)

where n denotes the corresponding degree of freedom and Lmn is a
local displacement-separation relation matrix. The separation along
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a cohesive surface element is interpolated from the nodal separation
by means of shape functions,

∆n = Nnm∆̃m (6.11)

and the global nodal displacement ui is related to the local nodal
displacement by means of a rotational matrix:

ũn = RmnU
m (6.12)

Such that combining the previous equations, the relationship bet-
ween the local separation and the global nodal displacement is obtai-
ned,

∆n = BcnmU
m (6.13)

where Bcnm is a global displacement-separation relation matrix:
Bcnm = NnpLpqRqm. Thus, accounting for the classic FE discreti-
zation in (6.9) and requiring the variational statement to hold for any
admissible field, renders∫

V

Cijklε̇klB
n
ijdV +

∫
S0

ṪcmB
c
mndS =∫

V

Cijklε̇
p
klB

n
ijdV +

∫
S

ṪnNmndS (6.14)

where ε̇ij = BnijU
n, and Tcm also depends on Un through the traction-

separation cohesive law. Hence,

Tcn =
∂Tcn
∂∆m

δ∆m =
∂Tcn
∂∆m

BcmnU
n (6.15)

and consequently,

U̇n
(∫
V

CijklB
m
klB

n
ijdV +

∫
S0

(
Bcnp

)T ∂Tcp
∂∆q

BcqmdS

)
=∫

V

Cijklε̇
p
klB

n
ijdV +

∫
S

ṪmNmndS (6.16)

where the components of the classic FE global system of equations can
be readily identified. The stiffness matrix in the cohesive elements is
therefore given by,

KcohEnm =

∫
S0

(
Bcnp

)T ∂Tcp
∂∆q

BcqmdS (6.17)

with the element stiffness matrix being the gradient of the internal
cohesive force vector KcohEnm = ∂fcohEm /∂Un, such that:

fcohEn =

∫
S0

(Bcnm)T TcmdS (6.18)
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Quadratic cohesive elements with Gauss integration (following
[126] a Newton-Cotes scheme is also adopted, but results show very
little sensitivity) are implemented since quadratic shape functions are
employed for the displacement interpolation in the standard conti-
nuum elements. A characteristic cohesive length is given by

lc =
π

8

Eφn

σ2max
(6.19)

In order to ensure that the mesh adequately resolves the cohesive
zone (so that results are mesh independent, see [127]) the characteris-
tic element size close to the crack tip le satisfies le 6 lc/20. Thus, a
very refined mesh of approximately 50000 elements is employed, as
shown in Fig. 6.7.

Figure 6.7: General and detailed representation of the FE mesh employed for
the SENT specimen.

As in [122], the goal is to find a fundamental relation between the
total work of fracture and the work of the fracture process, and elu-
cidate the role of the energetic and dissipative gradient contributions
on crack growth resistance. Following the notation of Tvergaard and
Hutchinson [122] the work of separation per unit area will be deno-
ted by Γ0, which is equivalent to φn in the mode-I crack problem
under consideration. Hence, the work of fracture process is defined
by the characteristic normal separation δN and the maximum inter-
face traction in the normal direction σmax, as depicted in Fig. 6.8.
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Based on Griffith criterion for elastic crack growth, a reference stress
intensity factor K0 under plane strain conditions may be defined as

K0 =

√
EΓ0

(1− ν2)
(6.20)
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Figure 6.8: Traction-separation law employed in the cohesive zone model.

Numerical instabilities arise when modeling crack growth up to
steady state toughness. The occurrence of snap-back in the load-
displacement curve leads to severe convergence problems. In order to
overcome these numerical difficulties the special mixed FE-Rayleigh-
Ritz method proposed by Tvergaard [37] is employed to capture the
global softening and unstable behavior (another control strategy is
that proposed by Segurado and Llorca [128]). The solution of the li-
nearized problem under consideration is therefore divided into three
sub-problems, such that the load can be imposed by prescribing the
crack opening displacement, a variable that increases monotonically
during the whole loading history (see [129]). Hence, a crack tip ope-
ning displacement rate δ̇T is imposed, such that a normalized crack
tip opening displacement rate δ̄ = δ̇T/(a0ε̇0) is applied. The global
displacement solution Ui to the edge cracked specimen under uniax-
ial traction is therefore obtained by solving

KijU̇j = Fi (6.21)

through superposition. Here, Kij is the global stiffness matrix - left
hand side in (3.60) - and Fi corresponds to the first term of the right
hand side in (3.60). As described in Fig. 6.9 the incremental solution
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for a remote displacement U equals the weighted solution of three
sub-problems,

U̇i = w1U̇
(1)
i +w2U̇

(2)
i +w3U̇

(3)
i (6.22)

With the nodal solution of each problem being computed by
solving KijU̇

(m)
i = F

(m)
i . The first sub-problem under consideration

(Fig. 6.9b) involves imposing a unit velocity u̇2(x1,H) = 1 on the top
edge with the displacement of the node at the crack tip constrained,
such that u̇2(a0, 0) = 0 and F(1)i = 0. In the second sub-problem (Fig.
6.9c) an opening crack displacement of u̇2(a0, 0) = δ̇T is prescribed
at the crack tip with u̇2(x1,H) = 0 on the boundary x2 = H and
F
(2)
i = 0. And in the third sub-problem both crack displacement
u̇2(a0, 0) = 0 and remote displacement u̇2(x1,H) = 0 are constrained,
with F(3)i being equal to the first term of the right hand side in (3.60).

In order to satisfy the constitutive relation w3 = 1 and since only
the crack tip opening is imposed in the second sub-problem w2 = 1

[130]. The weight of the first sub-problem can be computed taking
into account that the equilibrium of forces must be zero at the crack
tip,

w1f
T(1)
2 +w2f

T(2)
2 +w3f

T(3)
2 = 0 (6.23)

with fT(2)2 being the vertical nodal reaction force at the node located
at the crack tip.
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Figure 6.9: Outline of the mixed FE-Rayleigh-Ritz numerical methodology
for a single edge notched specimen. Employing superposition
the solution of the linearized problem (a) can be divided into
three subproblems: (b) to (d).
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Computed crack resistance curves are presented in Fig. 6.10 for
different values of the energetic and dissipative length scales. The
remote applied load KR is obtained from

KI = YσR
√
a (6.24)

where a is the current crack length, Y the calibration factor related
to the configuration and σR is the vertical component of the remote
stress on the boundary x2 = H. The interface normal strength is
defined as σmax/σY = 6 while the characteristic opening length in
the normal direction is given by a0/δn = 2.5 · 104. Following the
criterion adopted by many authors, crack propagation is assumed
when the normal separation ∆n is four times δn.
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Figure 6.10: Crack growth resistance curves for different combinations of
` and L. A perfectly plastic material (N = 0) is conside-
red with the following material properties: a0/δN = 2.5 · 104,
σmax/σY = 6, m = 0.1 and ε̇0 = 0.25. The case L = 0 is nume-
rically approximated by setting L/` = 0.001.

Fig. 6.10 shows that, in all cases, crack initiation takes place at
KR = K0 (or equivalently G = Γ0, being G the energy release rate).
However, important differences arise when the crack propagates to-
wards the steady state. Thus, results reveal that the energetic length
scale ` parameter significantly diminishes the steady state fracture
toughness. As discussed by Tvergaard and Hutchinson [122], un-
der steady state conditions it can be rigorously stated that the total
energy release rate ΓSSR equals the work of the fracture process Γ0
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plus an additional contribution that depends mostly on the bulk and
interface properties; and which is mainly plastic dissipation together
with a small amount of elastic energy locked in the crack wake. Con-
sequently, the numerical results provide a precise partitioning of the
total work of fracture into these two contributions when the crack is
growing in steady state. Niordson and Legarth [89], in the framework
of a cyclic plasticity study, have shown that L significantly increases
the dissipation per load cycle while small differences are observed
between the cases of pure energetic gradient effects (L ≈ 0) and com-
bined energetic and dissipative gradient effects (` = L). Hence, if hig-
her order stresses are purely dissipative higher values of ΓSSR may be
attained. However, as shown in [89], energetic and dissipative higher
order contributions have a rather complicated effect on the dissipa-
tion during cyclic loading, with dissipation increasing for moderate
values of L but decreasing for large values, as the response becomes
closer to the elastic solution. Hence, a meticulous parametric study
is needed to further assess the role of recoverable and unrecoverable
gradient terms on steady state fracture toughness.

6.4 conclusions

The vast majority of advanced phenomenological SGP theories
incorporates higher order energetic and dissipative terms to accom-
modate the strengthening effects (increased yield resistance and
hardening) that are consistently being observed in a number of
micron-scale experiments. GNDs could be associated with dissipative
mechanisms, as the interaction between GNDs and SSDs may lead
to dissipative jog formation; or they may they may originate from
the blockage of grain boundaries, with the associated pile-up of
dislocations giving rise to an energetic back-stress [131]. While
the physical basis is not clear yet, energetic and dissipative length
parameters have been successfully employed in phenomenological
SGP models to capture the experimentally observed strengthening
and hardening mechanisms.

In this work two different gradient plasticity models have been em-
ployed to assess the role of energetic and dissipative length parame-
ters in fracture problems. The analysis of crack tip fields within a
stationary crack reveals that both ` and L lead to the same qualita-
tive response, with their role weighted by the different constitutive
prescriptions employed to account for the effect of GNDs. However,
significant differences arise when crack growth resistance is modeled
by means of a cohesive zone formulation: introducing energetic hig-
her order terms translates into a severe reduction in the steady state
fracture toughness. Hence, the material response after crack initiation
is extremely sensitive to the identification of gradient contributions as
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energetic or dissipative. Further research is needed to accurately cha-
racterize the physical behavior ahead of a propagating crack.
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7
H Y D R O G E N D I F F U S I O N T O WA R D S T H E
F R A C T U R E P R O C E S S Z O N E

7.1 introduction

When exposed to hydrogen, high-strength alloys suffer from a loss
of ductility and toughness leading to premature failure [132]. The
atomistic mechanism for hydrogen embrittlement remains contro-
versial with two major candidates being inferred from experiments:
Hydrogen Enhanced Decohesion (HEDE) and Hydrogen Enhanced
Localized Plasticity (HELP). Models adopting the hypothesis that
interstitial hydrogen lowers the cohesive strength are able to capture
the experimental trends depicted by high-strength steels in aqueous
solutions and hydrogen-containing gaseous environments (see [36]).
Several attractive hydrogen-sensitive cohesive zone formulations
have been proposed within this HEDE framework (e.g., [133–136]);
and accurate estimations of the threshold stress intensity KTH and
the stage II subcritical crack growth rate have been obtained by
means of the Gerberich et al. [137] dislocation-based model [102, 112,
138]. However, uncertain adjustable parameters are a shortcoming
of the models and it is necessary to better define conditions within
0.1-5 µm of the crack tip, where dislocations, microstructure and
chemistry dominate material behavior [139]. An accurate characteri-
zation of crack tip stresses appears fundamental as the hydrostatic
stress dominates both lattice hydrogen concentration and interface
decohesion.

The seminal paper by Sofronis and McMeeking [140] establis-
hed the basis of hydrogen diffusion to the fracture process zone:
lattice hydrogen concentration increases with distance from the
crack tip, reaching its maximum at the peak site of the hydrostatic
stress. The aforementioned hydrogen distribution follows the
trend depicted by crack tip stresses in finite strain J2 plasticity
and suggests that hydrogen trapped at microstructural sites plays
a major role. However, classic continuum theories are unable to
adequately characterize behavior at the small scales involved in crack
tip deformation. Particularly, accounting for the influence of GNDs

appears imperative, as the plastic zone adjacent to the crack tip is
physically small and contains strong spatial gradients of deformation.

As a consequence of increasing interest in microtechonology, the
role of GNDs associated with non-uniform plastic deformation has
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been thoroughly investigated in a wide range of metallic materials.
Thus, micro-test experiments such as bending [4], torsion [3] or nano-
indentation [1] have shown that metals display a strong size effect,
with smaller being stronger, when non-uniform plastic deformation
is confined within a small volume. In parallel, a large theoretical (see,
e.g., [9, 12, 13, 23]) and numerical (see, e.g., [19, 60, 61, 141]) literature
has appeared seeking to model the experimentally observed increase
in yield strength and material hardening with diminishing size. In
order to do so, several continuum SGP theories have been developed
through the years to incorporate length scale parameters in the
constitutive equations. Gradient theories have been employed to
provide a refined characterization of the stress distribution ahead
of a crack and several authors have shown that GNDs close to the
crack tip promote local strain hardening, leading to a much higher
stress level as compared with classic plasticity predictions [27, 28,
31]. These studies have been extended to the finite deformation
framework in Chapters 4 and 5, revealing a significant increase of the
GND-dominated zone, as crack tip blunting is severely reduced due
to the contribution of strain gradients to the work hardening of the
material (see also [72, 76]). The aforementioned results show that SGP

predictions deviate from conventional plasticity in a physical length
that spans tens of µm, highlighting the need to account for GNDs

in the modelization of many damage mechanisms. As an example,
traction levels estimated by SGP have been employed to justify the
experimental observation of cleavage fracture in the presence of
significant plastic flow [25, 33].

Although several authors (see, e.g., [138, 142, 143]) have noted that
GNDs may be of critical relevance in hydrogen assisted cracking, its
influence in hydrogen transport has not been assessed. In the pre-
sent work, crack tip hydrogen diffusion is examined within a large
strain framework by means of strain gradient plasticity. Several cases
of particular interest are addressed with the aim of gaining insight
into the role of dislocations in the continuum modeling of hydrogen
diffusion. Results obtained are compared to available experimental
data and physical implications are thoroughly discussed.

7.2 numerical framework

Hydrogen diffusion to the crack tip is evaluated by means of a
stress-diffusion finite element framework. A decoupled scheme is de-
veloped where a stress analysis is first conducted so as to compute
the hydrostatic stress σH at a certain load level. The nodal average
value of σH is then provided as initial condition in a subsequent dif-
fusion study. Details of the finite strain SGP formulation employed in
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the stress computations are given in sections 2.2 and 3.2, while the
diffusion analysis is described below.

The diffusion problem, in a volume V of surface S and outward
normal ni, is derived from the requirement of mass conservation for
the diffusing phase: (see, e.g., [140])

d
dt

∫
V

c dV +

∫
S

niJi dS = 0 (7.1)

Where d/dt is the time derivative, c is the mass concentration of the
diffusing material and Ji is the flux of concentration of the diffusing
phase. A normalized concentration is defined φ = c/s denoting the
relation between the mass concentration of the diffusing material c
and its solubility in the base material s. Within this framework, stress-
driven hydrogen diffusion to the crack tip is modeled by an extended
form of Fick’s law:

Ji = −sD∇ (φ− κpσH) (7.2)

With D being the hydrogen diffusion coefficient and κp the pres-
sure stress factor, which is defined by

κp =
V̄Hφ

R (T − Tz)
(7.3)

Here, V̄H is the partial molar volume of hydrogen, T is the tem-
perature (with Tz = 0K being its absolute zero value) and R is the
universal gas constant. Time integration in the transient diffusion
computations conducted is performed by means of the backward Eu-
ler method. Under steady-state conditions, the normalized concentra-
tion φ is related to the hydrostatic stress σH by:

φ = φ0exp
(

V̄HσH
R(T − Tz)

)
(7.4)

With φ0 being the normalized hydrogen concentration in the un-
stressed state.

7.3 finite element results

The role of strain gradients in hydrogen diffusion is assessed by ad-
dressing several cases of particular interest. Thus, section 7.3.1 aims
to model hydrogen transport towards a blunted crack tip in iron, fol-
lowing the pioneering work by Sofronis and McMeeking [140]. While,
inspired by the work by Olden et al. [144], section 7.3.2 is devoted
to the modeling of crack tip blunting and transient hydrogen diffu-
sion on duplex stainless steel. And in section 7.3.3 the distribution
of hydrogen ahead of a crack in X80 pipeline steel is examined and
compared to the experimental results of Mao and Li [145].
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7.3.1 Hydrogen transport in impure iron

In their pioneering work, Sofronis and McMeeking [140] establis-
hed the basis for hydrogen transport ahead of the crack under large
strains. The influence of GNDs is first examined by mimicking their
conventional plasticity calculations. Crack tip fields are evaluated in
the stress analysis by means of a boundary layer formulation. Hence,
as described in Fig. 7.1, the crack region is contained by a circular
zone and a remote Mode I load KI is applied by prescribing the dis-
placements of the nodes at the remote circular boundary:

u(r, θ) = KI
1+ ν

E

√
r

2π
cos

(
θ

2

)
(3− 4ν− cosθ) (7.5)

v(r, θ) = KI
1+ ν

E

√
r

2π
sin

(
θ

2

)
(3− 4ν− cosθ) (7.6)

Here, u and v are the horizontal and vertical components of the dis-
placement boundary condition, r and θ the radial and angular coor-
dinates in a polar coordinate system centered at the crack tip, and KI
is the applied stress intensity factor, which quantifies the remote load.
Following [101, 140], a ratio between the radii of the outer boundary
and the blunted crack tip of R/r0 = 105 is adopted. Plane strain and
small scale yielding conditions are assumed and only the upper half
of the circular domain is modeled due to symmetry. After a thorough
sensitivity study, a mesh of 6200 eight-noded quadrilateral elements
with reduced integration is employed in both the diffusion and the
stress analyses (see Chapter 4).

c  (r, θ, t=0) = c0

u (r, θ)

v (r, θ)

r

θr0

Rc = c  exp0 (    ) 

V H
R T 

σH

l

l

_

Figure 7.1: Description of the boundary and initial conditions for the stress
and diffusion model employed for the impure iron case

Regarding the diffusion model, an initial bulk concentration c0
may be defined to avoid numerical oscillations (see [140]). The
boundary concentration is prescribed in the crack flank as a function
of the initial concentration and the hydrostatic stress (see Eq. (7.4)
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and Fig. 7.1). The boundary conditions adopted accurately capture
the diffusion of hydrogen to the fracture process zone under both
internal and environmental assisted hydrogen cracking. Other
combinations of hydrogen flux boundary conditions have been
considered but, as already noted by Sofronis and McMeeking [140],
the sensitivity of the hydrogen distribution ahead of the crack tip is
negligible. The boundary conditions employed significantly alleviate
convergence problems derived from the existing steep concentra-
tion gradients and follow the concept of prescribing a constant
lattice chemical potential rather than a constant lattice hydrogen
concentration, as introduced by Di Leo and Anand [146]. Unlike the
gradient-enhanced stress computations, the diffusion study can be
easily performed in commercial FE packages as it does not require a
special formulation. In the case of the well-known FE code ABAQUS,
the outcome of the stress analysis (averaged nodal values of σH)
can be read from a file and subsequently introduced as input in the
diffusion study by means of a UPRESS subroutine. A constant lattice
chemical potential can be prescribed by reading the same file within
a DISP subroutine.

Results are obtained for impure iron, with its uniaxial stress-strain
law being characterized by (see [140])(

σ

σY

)1/N
=
σ

σY
+
3µ

σY
εp (7.7)

Where the strain hardening exponent, the yield stress and the shear
modulus are given by N = 0.2, σY = 250 MPa and µ = 79.6 GPa (E =

207 GPa and ν = 0.3), respectively. A material length scale of l1 =

l2 = l3 = 5µm is adopted in the gradient-enhanced computations.
This would be a typical estimate for nickel (see [4]) and corresponds
to an intermediate value within the range of experimentally fitted
length scales reported in the literature (see Table 1). The hydrostatic
stress distribution obtained for an external load of KI = 89.7 MPa

√
m

is shown in Fig. 7.2. The stress values are normalized by σY while the
distance to the crack tip r is left unchanged, with the aim of assessing
the physical length where strain gradients are particularly relevant.
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Figure 7.2: Normalized hydrostatic stress distribution ahead of the crack tip
in impure iron for an external load of KI = 89.7 MPa

√
m from

SGP (with li = 5µm) and conventional plasticity. The figure
shows results along the extended crack plane with the distance
to the crack tip in log scale.

Classic plasticity predictions reproduce the well known behavior
revealed by McMeeking [101]: σH increases for decreasing values
of r until the stresses become influenced by crack blunting. As
large strains cause the crack to blunt, the stress triaxiality is reduced
locally, with σH reaching a peak at - in the present case study -
r ≈ 6µm. However, a monotonic increase of the stress level is
observed when the influence of strain gradients is accounted for.
SGP predictions agree with J2 plasticity far from the crack tip but
significant differences arise in the vicinity of the crack, as the density
of GNDs increases. Local stress reduction does not take place in SGP

due to the contribution of strain gradients to the work hardening
of the material [72, 76]. The influence on hydrogen diffusion of
the macroscopic stress elevation attained due to gradient-enhanced
hardening is examined in Fig. 7.3.

Fig. 7.3 shows the results obtained in the subsequent diffusion
study of hydrogen transport in impure iron. Following [140], the
lattice diffusion constant is given by D = 1.27 · 10−8m2s−1 and the
initial concentration of hydrogen in the bulk is c0 = 2.084 · 1021 atoms
per m3. As in [140, 146], the distribution of lattice hydrogen concen-
tration c` ahead of the crack tip is computed after 1419 hours.
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Figure 7.3: Normalized concentration of lattice hydrogen ahead of the crack
tip in impure iron for SGP (with li = 5µm) and conventional plas-
ticity. The figure shows results along the extended crack plane
after 1419 hours, with the distance to the crack tip in log scale.

As discussed in [146], after 500 hours the change in concentration
rate is negligible, such that t = 1419 h is well beyond the time at
which steady-state conditions are first reached. By prescribing a
constant lattice chemical potential - as opposed to a constant lattice
hydrogen concentration - numerical predictions are able to match the
steady-state profile predicted by Eq. (7.4).

As in Di Leo and Anand [146], the distribution of lattice hydro-
gen estimated by means of conventional plasticity reaches a peak at
c`/c0 ≈ 2.7 and then decreases as the crack tip is approached. On the
contrary, in accordance with the trend depicted by σH, when strain
gradients are accounted for the hydrogen concentration increases mo-
notonically as r decreases. Consequently, significant differences arise
between the predictions of conventional and gradient-enhanced plas-
ticity formulations, with the latter estimating high levels of lattice
hydrogen close to the crack surface. Results reveal that GNDs, ab-
sent in conventional plasticity predictions, play a very relevant role
in hydrogen diffusion ahead of a crack tip.
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7.3.2 Crack tip blunting and hydrogen distribution in duplex stainless
steel

Despite its wide use in sub-sea applications, duplex stainless steels
are sensitive to environmentally assisted hydrogen cracking at low
corrosion protection potentials [147]. The role of plastic strain gra-
dients on the onset of damage in 25%Cr duplex stainless steel is
assessed by estimating the distribution of lattice hydrogen in the
experiments carried out by Olden et al. [144]. Hence, single edge
notched tensile (SENT) specimens under constant load and cathodic
protection are examined. Due to symmetry, only half of the SENT
specimen is modeled, as depicted in Fig. 7.4a. A mesh of approxima-
tely 4000 quadratic quadrilateral plane strain elements is employed,
with an element size of a few nanometers in the vicinity of the 2 mm

fatigued pre-crack. The material behavior is characterized by fitting
the stress-strain tensile test data shown in Fig. 7.4b, and the load is
applied by imposing an applied stress σa on the right edge of the
specimen.
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Figure 7.4: Finite element model for the duplex stainless steel study: (a)
Mesh, geometry and boundary conditions, with all dimensions
in mm and (b) Stress-strain curve

The stress analysis leads to the qualitative output depicted in
Section 7.3.1: a monotonic increase of the hydrostatic stress is obser-
ved when strain gradients are accounted for. As outlined before, the
stress triaxiality reduction near the crack tip intrinsic to classic plas-
ticity is not observed in SGP theories due to the contribution of the
strain gradients to the work hardening of the material. Namely, en-
hanced dislocation hardening significantly lowers crack tip blunting
with respect to conventional plasticity predictions (see [76]). Fig. 7.5
shows the crack mouth opening displacement (CMOD, measured at
point A in Fig. 7.4a) computed for several load levels from both clas-
sic plasticity and SGP. Computations are performed for three values
of the intrinsic material length li with the aim of assessing the role
of the parameter(s) governing the influence of the GNDs density. The
experimentally measured data of Olden et al. [144] is also included.
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Figure 7.5: Experimental and numerical predictions for the crack mouth ope-
ning displacement in duplex stainless steel.

As shown in Fig. 7.5, crack blunting is significantly reduced
when GNDs are accounted for, with the differences with classic
plasticity increasing with the load. Results also show little influence
of the material length scale li, despite varying its value over the
range of experimentally reported values. Moreover, SGP predictions
seem to provide a better fit with the experiments of Olden et al. [144].

For the subsequent diffusion study two different load levels have
been considered, which correspond to net section stresses of 480 and
600 MPa or, equivalently, 80-100 % of the material yield strength (typi-
cal service stress levels for sub-sea pipelines are in the range of 60-80%
of the yield stress). Following Olden et al. [144], a surface hydrogen
concentration of 1 ppm is assumed, which corresponds to the condi-
tions of the experimental setup (3% NaCl solution, artificial sea water
at 4

◦C and an applied cathodic potential of -1050 mVSCE). A tran-
sient study is conducted with the aim of assessing crack tip hydrogen
concentration after 200 h. of exposure. The diffusion coefficient is es-
timated to be 3.7 · 10−12 m2/s (see [144]). Boundary conditions are
depicted in Fig. 7.4a with a constant lattice hydrogen concentration
being prescribed, unlike the previous case study. Since GNDs lead to
steep concentration gradients and a surface hydrogen concentration
is imposed at the crack flanks, numerical convergence (with a negligi-
ble effect in the results for r > 0.1µm) can be significantly improved
by isolating (i.e., J = 0) the node at the crack tip. Results are shown
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in Fig. 7.6, where the SGP estimations have been computed for the
intermediate value of the material length parameter (li = 5µm).
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Figure 7.6: Concentration of lattice hydrogen ahead of the crack tip in du-
plex stainless steel for SGP (with li = 5µm) and conventional
plasticity. The figure shows results along the extended crack
plane for different applied stresses σa after 200 h.

Results reveal a major influence of GNDs over physically meaning-
ful distances, with the lattice hydrogen concentration predicted by
means of SGP significantly increasing within 0.05-0.1 mm to the crack
tip. Classic plasticity predictions, in agreement with the computati-
ons of Olden et al. [144], show little sensitivity to the external load.
This is not the case if strain gradients are accounted for, as the lattice
hydrogen level increases with the applied stress.

7.3.3 Crack tip hydrogen concentration in X80 pipeline steel

There is a strong consensus that large gradients of plastic strain
close to the crack tip promote additional hardening and very high
crack tip stresses that classic plasticity is unable to capture. This
must undoubtedly lead to high concentration of lattice hydrogen
close to the crack surface. However, an experimental quantitative
assessment is complicated as differences are located within a physi-
cal length on the order of micrometers. Secondary ion mass spectro-
metry (SIMS) seems to be one of the few techniques able to accu-
rately measure hydrogen concentration profiles at such scales. By
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means of SIMS, Mao and Li [145] were able to measure the hydro-
gen distribution around a crack tip in X80 pipeline steel. In their
experimental work, compact tension specimens were first loaded in
the absence of hydrogen and then immersed in NS-4 solution at free
potential for 72 h (typical test solution for coating disbondment in
Canadian pipelines, more details in [145]). Their experimental se-
tup is modeled with the aim of gaining quantitative insight into the
role of GNDs in crack tip hydrogen diffusion. As in section 7.3.1 the
remote mode I load is imposed by means of a boundary layer formu-
lation with three load levels being considered (see [145]): KI = 84

MPa
√
m (J = 32 · 103 J/m2), KI = 150 MPa

√
m (J = 102 · 103 J/m2)

and KI = 173 MPa
√
m (J = 136 · 103 J/m2). The elastic parameters of

X80 steel are E = 200 GPa and ν = 0.3. A yield stress of σY = 600

MPa is adopted and following [145] a hardening law of the type

ε

εy
=
σ

σY
+α

(
σ

σY

)n
(7.8)

is assumed, with εy being the yield strain (σY/E). The dimension-
less constant α and the strain hardening exponent n adopt the values
of 0.01 and 6.6, respectively. A value of li = 3µm is adopted within
theSGP formulation. The choice is based on the good agreement obser-
ved with the CMOD measurements in 25%Cr duplex stainless steel
for li = 5µm and the fact that a higher degree of work hardening is
generally associated with a lower value of li (see, e.g., the expression
for l provided by MSG plasticity, [33, 72]). Fig. 7.7 shows the hyd-
rostatic stress distribution computed ahead of the crack tip for both
classic and strain gradient plasticity formulations.
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Figure 7.7: Normalized hydrostatic stress distribution ahead of the crack tip
in X80 pipeline steel for SGP (with li = 5µm) and conventional
plasticity. The figure shows results ahead of the crack tip for
different load levels with the distance to the crack tip in log scale.

Results show that significantly higher stress levels are attained with
the SGP formulation. The differences with respect to classic plasticity
predictions are relevant in a domain that spans several tens of µm,
embracing the critical distance of many damage mechanisms. Fig. 7.7
also shows a distinct feature of conventional plasticity: the value of
the peak stress remains constant as the applied load increases, while
its location moves away from the crack tip. This peculiarity of large
strain J2 plasticity - on which many damage models are based - is
not observed when GNDs are constitutively involved. On the contrary,
the degree of stress elevation attained by means of SGP increases with
the external load. Thereby, results reveal great differences between
gradient and classic plasticity as the load increases, with σH in the
former being more than 20 times the conventional prediction.

A subsequent diffusion study is conducted where, following [145],
steady-state conditions are assumed. Mimicking the experimental se-
tup a bulk initial concentration of c`(t = 0) = 0 is defined and a
boundary concentration of c` = c0 is imposed on crack flanks and
outer radius. Convergence issues due to steep gradients can be allevi-
ated by isolating a few nodes close to the crack tip, as in the previous
case study. A lattice diffusion constant of D = 6.699 · 10−11m2s−1 is
adopted, following the experimental measurements by Huang et al.
[148]. The numerical results obtained after 72 h for both classic and
gradient-enhanced formulations are shown in Fig. 7.8. The experi-
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mental SIMS measurements performed by Mao and Li [145] are also
included.
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Figure 7.8: Experimental measurements and numerical predictions of, re-
spectively, the diffusible and lattice hydrogen concentrations
ahead of the crack tip in X80 pipeline steel after 72 h. The fi-
gure shows results along the extended crack plane for different
load levels.

Fig. 7.8 reveals important differences between conventional and
gradient-enhanced predictions, with very high values of lattice hyd-
rogen being predicted in the vicinity of the crack if certain microstruc-
tural features (GNDs) are incorporated into the modeling. The same
trends are observed for the experimental measurements of diffusible
hydrogen c and SGP-based predictions of c`; namely, hydrogen con-
centration (i) increases with the external load and (ii) raises sharply
within microns to the crack tip as r→ 0.

7.4 the role of hydrogen trapping

Comprehensive modeling of hydrogen transport to the fracture
process zone undoubtedly requires hydrogen trapping assessment.
The role played by hydrogen reversibly trapped at dislocations is of
particular interest for the present study. Thus, the dislocation density
ρ is composed of the sum of the density ρS for statistically stored
dislocations (SSDs) and the density ρG for geometrically necessary
dislocations (GNDs), which are respectively associated with the
macroscopic concepts of plastic strain εp and plastic strain gradient
εp,i. The modeling of lattice hydrogen diffusion in an iron-based
material (Fig. 7.3), duplex stainless steel (Fig. 7.6) and X-80 steel
(Fig. 7.8) reveals significant quantitative and qualitative differences
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between conventional plasticity and SGP based predictions. As GNDs

do not contribute to plastic strains but to material work hardening
by acting as obstacles to the motion of SSDs, incorporating their
influence into the modeling leads to high levels of c` in the vicinity
of the crack, where a large density of GNDs is attained to accom-
modate lattice curvature due to non-uniform plastic deformation.
SGP predictions suggest that a critical combination of hydrogen
concentration and stress will be attained very close to the crack
tip, favoring hydrogen-enhanced decohesion. From a HEDE-based
perspective, Olden et al. [144] accurately predicted crack initiation by
lowering the cohesive resistance as a function of the total hydrogen
concentration c. A linear relation between εp and hydrogen trapped
in microstructural defects was assumed in their study, leading to
crack tip levels of reversibly-trapped hydrogen concentration ct one
order of magnitude higher than c`. Accordingly, damage nucleation
(represented by collapse of the first cohesive element) occurred
at the crack tip surface and not at the local stress peak (given by
the conventional σH distribution). Experimental measurements of
high levels of surface hydrogen and critical distances of the order
of micro-meters are understood, within a conventional plasticity
setting, to be due to very high levels of reversibly-trapped hydrogen
in the vicinity of the crack (a thorough analysis can be found in
[149]). However, SGP-based estimations imply that the weight of c`
within the total hydrogen concentration close to the crack tip could
be much larger than previously anticipated and may provide some
physical background to recent experimental and theoretical studies
[150] that estimate a predominant role of lattice hydrogen in failure
strength degradation. Fig. 7.8 reveals little differences between the
total diffusible and the lattice hydrogen concentrations, suggesting a
lesser role of reversible trapped hydrogen.

Physically-consistent relations between: (i) the plastic strain gra-
dients and ρG, (ii) the plastic strains and ρS, and (iii) the total dislo-
cation density and ct, need to be established to model the kinetics of
dislocation trapping accounting for both GNDs and SSDs. Large strain
gradients of plastic strain close to the crack tip lead to additional
hardening and lower values of εp relative to conventional predicti-
ons. Fig. 7.9 shows the effective plastic strain distribution predicted
by classic and gradient-enhanced plasticity models for an iron-based
material under the same conditions as Fig. 7.2.
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Figure 7.9: Equivalent plastic strain distribution ahead of the crack tip in an
iron-based material for SGP (with li = 5µm) and conventional
plasticity.

In consistency with the trends depicted by σH (see Fig. 7.2), results
reveal a very strong influence of GNDs within microns to the crack.
This necessarily implies that gradient effects lead to a much lower
SSDs density with respect to conventional plasticity predictions. Ho-
wever, the same argument cannot be used for ct; as shown in [33, 151],
SGP models predict large values of ρ in the vicinity of the crack, as
ρG largely dominates the total dislocation density. Therefore, further
research and critical experiments are needed to quantitatively eluci-
date the role of GNDs in hydrogen trapping and other embrittlement
mechanisms.

7.5 conclusions

The role of GNDs on crack tip hydrogen diffusion has been
thoroughly investigated by means of SGP. The hydrostatic stress
elevation and subsequent increase of hydrogen transport towards the
crack tip associated with large gradients of plastic strain is examined
in several metallic materials and differences with conventional
plasticity quantified.

Results reveal a profound influence of the microstructure in
several cases of particular interest from the engineering perspective.
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Particularly, the following key points must be highlighted:

- GNDs near the crack tip promote local hardening and lead to very
high stresses over meaningful physical distances. The differences
with classic plasticity are further enhanced in a finite strains scheme
due to the contribution of strain gradients to the work hardening of
the material, significantly lowering crack blunting and avoiding the
local stress reduction that is observed if GNDs are neglected. A good
agreement with experimental observations of crack tip deformation
is observed.

- Very high levels of crack tip lattice hydrogen concentration
are attained as a consequence of the increased dislocation density
associated with gradients of plastic strain. Unlike J2 plasticity-based
predictions, the concentration of lattice hydrogen increases monoto-
nically towards the crack tip.

- Results aim to provide insight into the embrittlement mechanisms
that take place ahead of a crack. Thus, the richer description of crack
tip fields provided by SGP suggests that lattice hydrogen may play
a prominent role and decohesion could be readily triggered due to
the high levels of stress and hydrogen concentration attained in the
vicinity of the crack.
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8
S G P - B A S E D M O D E L I N G O F H E A C

8.1 introduction

Multi-scale model predictions of material properties are important
for alloy and process development, material life-cycle optimization,
and component performance prognosis [152]. Interdisciplinary
advances in deformation processing [153], fatigue [154], stress
corrosion cracking (SCC) [155], and hydrogen embrittlement [156]
illustrate this cutting-edge approach. Internal hydrogen and hydro-
gen environment assisted cracking degrade high toughness alloys
in fracture-critical aerospace, ship, energy, and ground transporta-
tion structures [142]. Moreover, hydrogen-stimulated damage is a
primary mechanism for SCC of titanium, iron, nickel and aluminum-
based alloys [36]. Models based on HEDE [157], interacting with HELP

[158], predict trends in the subcritical crack growth rate properties
of alloys stressed in environments that produce atomic hydrogen
via chemical and electrochemical reactions on crack tip surfaces [36,
159]. However, improvements are required; local crack tip stress
and dislocation configuration, as well as crack opening profile, are
particularly important [160, 161].

Building on elastic stress intensity factor (KI) similitude for
subcritical crack propagation [159], a diversity of Internal Hydrogen
Assisted Cracking (IHAC) and Hydrogen Environment Assisted
Cracking (HEAC) models [133, 149, 162–168], employ a crack tip
stress field from classic continuum fracture mechanics [159, 169],
including finite-strain blunting [101], to predict growth threshold
(KTH) and rate (da/dt) properties. Alternative modeling is based on
dislocation shielding of elastic crack tip stresses [137, 170–172]. The
difference between these two approaches centers on the magnitude
and distribution of crack tip stresses, which define the location
and severity of crack tip hydrogen-damage in the Fracture Process
Zone (FPZ). Continuum plasticity modeling shows that the maximum
opening-direction stress is 3-5 times alloy yield strength and located
at 1-2 blunted crack tip opening displacements (of order 2 to 20

µm) ahead of the crack tip surface [101]. Dislocation-based models
predict crack opening-direction stresses of 12-25 times yield strength
and located much closer to the crack tip [137, 170]. This difference
is important because HEDE defines cracking as the balance between
local tensile stress and hydrogen-concentration-reduced interface
strength [157] (or reduced-total work of fracture [163, 164]). Crack
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tip hydrogen concentration increases exponentially with rising
hydrostatic stress [173, 174], the crack tip stress gradient affects
hydrogen diffusion [149, 168], and dislocation density impacts the
hydrogen flux via reversible-hydrogen trapping [149]. Next gene-
ration hydrogen-cracking models require an improved-quantitative
description of the crack tip stress field between the extremes repre-
sented by classic continuum plasticity and dislocation shielding.

Extensive research has focused on the smaller is harder behavior
of metals [4, 12, 13, 59]. This size effect is attributed to GNDs,
which accommodate lattice curvature due to non-uniform plastic
deformation. Since classic plasticity lacks an intrinsic material
length, SGP theories have been proposed to capture size effects.
Isotropic SGP formulations are phenomenological (PSGP) [13] or
microstructure-mechanism based (MSGP) [12, 14]. These theories
bridge the gap between length-independent continuum plasticity
and discrete dislocation modeling by linking statistically stored and
geometrically necessary dislocation densities to the mesoscale plastic
strain/strain gradient and strain hardening. Since the plastic zone is
small and contains a large spatial gradient of high-strain deformation
[101], it is imperative to account for GNDs in modeling crack tip stress
and strain. Critically important for IHAC and HEAC, SGP modeling
has consistently shown that increased GNDs density near the crack
tip leads to: (a) higher local stresses, (b) a change in the crack tip
stress distribution, and (c) reduced blunting; each compared to
classic plasticity [28, 72, 76]. SGP must be quantitatively described
and implemented in material-damage models [175], as recognized
for cleavage accompanied by plasticity [26], interface fracture [176],
layered-structure damage [177], ductile-microvoid fracture [107],
fatigue [178], and hydrogen-enhanced cracking [36, 179].

Recent SGP advances are relevant to FE analysis of crack tip stress
and strain. PSGP theory with the full complement of three-gradient
terms predicts high stresses that persist to a 10-fold larger distance
ahead of the sharp crack tip compared to predictions from a single-
length formulation [28]. However, this FE analysis was based on infi-
nitesimal strain [13, 28]. A large strain FE analysis of a blunting crack
tip demonstrated that PSGP and MSGP formulations each predict ele-
vated crack tip tensile stress and reduced crack tip opening compared
to conventional plasticity [72, 76]. The distance over which this stress
elevation persists is up to tens of micro-meters, sufficient to engulf
the FPZ for HEAC [36], before merging with conventional predictions
at larger distances within the plastic zone. While classic plasticity
predicts a stress maximum located at 1-2 blunted openings in front
of the crack tip [101, 169], large strain SGP-enhanced stresses are hig-
hest at the smallest distance (100 nm) ahead of the tip, which was
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modeled by FE analysis, with no evidence of a stress maximum. Fi-
nally, SGP promotes stress elevation that depends on applied load, in
sharp contrast to the KI independence of maximum stress predicted
by classic plasticity [101]. The crack tip stress distribution is affected
by both the SGP model used and value(s) of the material length(s).
Uncertainties remain regarding: (a) the constitutive prescription that
best captures increased GNDs density associated with a plastic strain
gradient [59], and (b) absolute values of material-dependent length(s)
traced to test method (e.g., nano-indentation) and SGP-model analysis
of such measurements [28, 76].

8.2 objective

The objective of this research is to assess and validate the
coupling of large strain FE-SGP analysis of crack tip stress with
HEDE-mechanism-based models that predict HEAC propagation
threshold and kinetics properties. Specific aims are to: (1) improve
the basis for HEAC models using SGP inputs and insights, (2) predict
hydrogen-cracking properties with fewer model parameters, (3)
contribute insight into the role of GNDs ahead of a crack tip, and
(4) experimentally assess the proper continuum-SGP formulation of
crack tip stresses.

Model assessment is based on detailed measurements of da/dt ver-
sus KI reported for HEAC in a Ni-Cu superalloy [112, 180] and two
ultra-high strength martensitic steels [102, 181], each stressed in a
chloride solution. Electrochemistry measurements and modeling yiel-
ded crack tip H concentration versus applied potential (EAPP) [112,
182], as well as trap-affected effective hydrogen diffusivity (DH−EFF)
for each alloy [183–185]. The EAPP dependencies of KTH and the
hydrogen-diffusion limited Stage II crack growth rate (da/dtII) were
originally modeled [102, 112, 180, 181] using crack tip stress from
a continuum blunt-crack formulation [101]. This database and the
HEDE-modeling approach are reanalyzed using crack tip stress dis-
tributions from new FE analyses that incorporate: (a) the finite strain
framework for both PSGP and MSGP formulations [76], and (b) speci-
fic alloy-dependent properties and load levels that create H cracking.

8.3 experimental procedure

Three high strength alloys were modeled, an austenitic Ni-Cu supe-
ralloy precipitation hardened by γ ′ (Ni3(Al,Ti)) and two martensitic
ultra-high strength steels strengthened by (Cr,Mo)2C precipitates.
The heat treatment and microstructure of the superalloy, Monel
K-500 (Ni-28.6Cu-2.89Al-0.45Ti-0.166C by wt pct), are described
elsewhere [112, 183]: 0.2% offset yield strength (σYS) is 773 MPa,
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elastic modulus (E) is 183.9 GPa, and ultimate tensile strength (σUTS)
is 1169 MPa from tensile testing; Ramberg-Osgood flow constants
from compression testing (to 2% total strain) are n = 20, α=0.39, E
= 185.7 GPa and σ0 = σYS = 773 MPa; and plane strain fracture
toughness (KIC) is 200 to 340 MPa

√
m. The heat treatment and

microstructure of two similar quenched and aged martensitic alloy
steels, AerMetTM100 (Fe-13.4Co-11.1Ni-3.0Cr-1.2-Mo-0.23C by wt
pct) and FerriumTMM54 (Fe-7.0Co-10.1Ni-1.0Cr-2.1Mo-1.3-W-0.1V-
0.30C by wt pct), are described elsewhere [102, 181, 184]. For
AerMetTM100 and FerriumTMM54, respectively, σYS is 1725 MPa
and 1720 MPa and σUTS is 1965 MPa and 2020 MPa from tensile
testing; Ramberg-Osgood constraints (compression to 2% total strain)
are n=13 and 14, α = 1.0, E=194 and 198 GPa, and σc = σYS = 1985

MPa and 1951 MPa; and KIC is 130 MPa
√
m and 126 MPa

√
m.

The kinetics of HEAC were measured for Monel K-500,
AerMetTM100, and FerriumTMM54 using precracked fracture mecha-
nics specimens stressed under slow-rising KI while immersed in an
aqueous solution of 0.6 M NaCl, as detailed elsewhere [102, 112, 156,
180, 181]. The da/dt versus KI results for each alloy, characterized
as a function of EAPP, are typical of HEAC in high strength alloys
[36]. Two material properties characterize these data; specifically, the
apparent KTH for the onset of hydrogen crack propagation under
slow-rising KI, which rapidly accelerates in Stage I then transitions in
Stage II to K-independent growth at a plateau level (da/dtII) due to
chemical reaction or mass transport limitation. The measured EAPP
dependencies of KTH and da/dtII (taken at a fixed KI of 40 to 50

MPa
√
m within Stage II) are used to assess HEAC models that incor-

porate either MSGP or PSGP.

8.4 modeling procedure

8.4.1 Hydrogen assisted-cracking modeling

KTH is modeled following the approach by Gerberich et al. [170]
that yielded:

KTH =
1

β ′
exp

(kIG −αCHσ)
2

α
′′
σYS

(8.1)

The β ′ and α
′′

constants, 0.2
(
MPa

√
m
)−1 and 0.0002 MPa ·m,

respectively, are determined from numerical analysis of computer si-
mulation results for an assumed configuration of dislocation shiel-
ding of the crack tip [137, 186], and CHσ is defined below. The α
(MPa

√
m per atom fraction H) is a weighting factor, which governs

hydrogen-lowering of the Griffith toughness
(
kIg, MPa

√
m
)
, or the

reversible work of fracture related to surface energy (γS) through
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k2IG = 2γsE/
(
1− ν2

)
. The β ′ and α

′′
capture the impact of plasticity

(plastic work of fracture) on this γS-based description. For the cases
investigated, hydrogen diffusion from the crack tip into the FPZ likely
governs the Stage II da/dtII, modeled as [102, 187, 188]:(

da

dt

)
II

=
4DH−EFF

xcrit

[
1−

CHσ−crit
CHσ

]2
(8.2)

where xcrit is the critical distance ahead of the crack tip where hyd-
rogen cracking nucleates leading to an increment of discontinuous
crack advance. CHσ−crit is the critical concentration of hydrogen
necessary for hydrogen decohesion at xcrit and an inverse function
of local tensile stress [157, 189].

CHσ is the crack tip σH-enhanced concentration of hydrogen in
equilibrium with the crack tip overpotential for H production (ηH).
Since σH depends on distance ahead of the tip, CHσ varies with lo-
cation, and is evaluated at xcrit for use in (8.1) and (8.2). CHσ is
derived as follows. Diffusible hydrogen concentration, CH−Diff, is
the sum of the normal-interstitial-lattice hydrogen (CL) and reversi-
bly trapped hydrogen (CRT ) for a single trap site, with CRT in local
equilibrium with CL and described using Fermi-Dirac statics [173].
σH increases CL to CLσ due to lattice dilation [174], thus enhancing
CRT in equilibrium with CLσ to yield CHσ [112]:

CHσ =

[
CL

(1−CLσ)

(1−CL)
exp

(
σHVH
RT

)][
1

+
(1−CRT )

1−CL
exp

(
EB
RT

)]
(8.3)

where VH is the partial molar volume of hydrogen in the metal lattice,
EB is the binding energy of hydrogen to the dominant-reversible trap
site adjacent to the crack path, T is temperature, and R is the gas
constant. For hydrogen dissolved in the ultra-high strength steels
and Ni superalloy in NaCl solution, CL and CRT are less than 0.001

atom fraction H, to justify that (1−CL) and (1−CRT ) equal 1. EB
for hydrogen in Monel K-500 and AerMetTM100 is 10 kJ/mol for H
trapping at Ni3(Al,Ti) or M2C, respectively [183, 184]. Therefore the
EB term in (8.3) is much greater than 1 and:

CHσ =

[
(1−CLσ) exp

(
σHVH
RT

)][
CL exp

(
EB
RT

)]
(8.4)

The second-bracketed exponential term in (8.4) is CRT , which es-
sentially equals experimentally measurable CH−Diff and is elevated
by σH through the first-bracketed term. The (1− CLσ) often equals
1 since CL is less than 0.001 wppm and CLσ is typically much less
than 1.
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The analysis in (8.1) to (8.4) is based on the assumption that HEAC

is governed by the concentration of hydrogen produced at the stres-
sed crack tip, CHσ. Measurements of artificial crevice pH and poten-
tial, coupled with a geometric model that scales crevice behavior to a
tight crack, yielded the following relationship between bold-surface
applied potential, EAPP, and crack tip hydrogen solubility (CH−Diff)
for Monel K-500 in aqueous chloride [112]

CH−Diff (wppm) = −52.5− 68.7EAPP (VSCE) (8.5)

This result is relevant to KTH and da/dtII, specifically: (a) EAPP
less than -0.575 VSCE, below the open circuit potential (OCP, about
-0.225 VSCE,) and (b) 10 < ξ < 60 cm, where ξ is the ratio of crack
length squared to the average of crack mouth and blunt-tip openings.
For AerMetTM100 in 0.6M NaCl at EAPP below -0.750 VSCE, the crack
tip hydrogen solubility is [182]

CH−Diff (wppm) =19.125E3APP + 78.568E
2
APP

+ 80.026EAPP + 24.560 (VSCE) (8.6)

for an HEAC-relevant ξ of 15 to 20 cm (increasing ξ from 10 cm to 1000

cm results in at most a 10% increase in CH−Diff). For EAPP between
-0.750 VSCE and -0.480 VSCE, compared to the OCP of about -0.525

VSCE, crack tip CH−Diff is less certain [182]. For example, CH−Diff

increases from 1.7 wppm to 2.8 wppm as ξ rises from 10 cm to 1000

cm, with the latter typical of low KI (10-20 MPa
√
m) and restricted

crack opening compared to classic blunting [101]. Moreover, hydro-
gen solubility is reduced to nearly 0 with increasing crack surface
passivation. Given these complications and limited electrochemical
data, crack tip hydrogen solubility for the two steels is given by (8.6)
as the lower bound for all EAPP. The upper bound is also given by
(8.6) for EAPP less than -0.750 VSCE, with the following relationship
accurate for higher EAPP [182]

CH−Diff (wppm) = −739.24E5APP − 3121.1E
4
APP − 5147.1E

3
APP

− 4099.2E2APP − 1563.8EAPP − 225.77VSCE
(8.7)

The applied potential dependence of KTH is predicted by relating
EAPP to CHσ using (8.5) for Monel K-500, or (8.6) and (8.7) for the
steels in (8.4) with the relevant CHσ from SGP FE analysis, then fit-
ting the single-unknown parameter, α, in (8.1) to KTH measured for
any EAPP. A similar procedure is employed to predict the EAPP de-
pendence of da/dtII using (8.2), with measured DH−Eff [185] and
independently determined xcrit [36, 188]. Critically, da/dtII is pre-
dicted without adjustable parameters since CHσ appears in (8.1) and
(8.2). Equating (8.1) and (8.2) defines CHσ−crit as a function of α
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from KTH modeling, plus a single-measured KTH and da/dtII at any
EAPP:

CHσ−crit =
1

α

(
kIG −

√
α
′′
σYSln (KTHβ ′)

)[
1

− erf

√(dadt )II xcrit
4DH

] (8.8)

CHσ−crit from (8.8) and CHσ from (8.4) must be evaluated at the
same KI; however, any value can be used since CHσ−crit/CHσ is a
constant independent of σH and the associated KI.

8.4.2 Strain gradient plasticity modeling

PSGP [13] and MSGP [14] models were incorporated in an FE ana-
lysis of crack tip stress, as detailed elsewhere [72, 76]. In the PSGP ge-
neralization of J2 flow theory [76], hardening due to the plastic strain
gradient is incrementally captured through the generalized plastic
strain rate (Ėp), formulated as a function of the conventional plastic
strain rate (ε̇p), three unique non-negative invariants (Ii) of ε̇pij,k, and
three material lengths, li:

Ėp =
√
ε̇2p + l

2
1I1 + l

2
2I2 + l

2
3I3 (8.9)

The MSGP formulation is based on the Taylor relationship between
flow strength (σflow) and dislocation density, given by the sum of
statistically stored (ρS) and geometrically necessary (ρG) dislocation
densities [12, 14]. The GNDs density is related to the effective plas-
tic strain (εp) gradient (ηp) through the Nye-factor (r̄) and Burger’s
vector (b):

ρG = r̄
ηp

b
(8.10)

These MSGP relationships predict flow strength as a function of εp,
ηp, a single length parameter (l) and a reference stress (σref) deter-
mined from the material flow rule [12, 72]:

σflow = σref

√
f2(εp) + lηp (8.11)

Since the Taylor dislocation model represents an average of dislo-
cation activities, the MSGP theory is only applicable at a scale larger
than the average dislocation spacing (r >100 nm).

The material length is a single or multiple coefficient(s), calculated
to fit experimental measurements of a size dependent property
(e.g., hardness) using a specific SGP theory. Various micro-tests
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should be conducted to establish the li parameter(s); however, this
determination is outside the scope of the present work. The observed
range of li for metals is from 300 nm to 10 µm (e.g., [4, 42, 43, 114]).
Reference lengths (l = lref in MSGP and l1 = l2 = l3 =lref in PSGP)
of 5 µm for Monel K-500 and 7 µm for AerMetTM100 are adopted.
The former is based on micro-bending experiments with pure nickel
[4], while the choice for AerMetTM100 rests on nano-indentation
tests with a moderate strength steel [43].

Crack tip stress analysis by boundary layer FE analysis, with PSGP
and MSGP in the finite-strain framework, is detailed elsewhere (see
[72, 76] and Chapters 4 and 5). KI quantifies the applied load, assu-
ming plane strain and small-scale yielding. A refined mesh is used
near the tip, where the length of the smallest element is 5 nm. The
cracked body is discretized by 6400 quadrilateral quadratic elements
and the starting blunt-tip radius is 10

5-times the outer radius of the
field [101].

8.5 results

8.5.1 Monel K-500

The crack tip hydrostatic stress distribution is computed for se-
veral applied KI in the range where HEAC occurred in Monel K-
500. Figure 8.1 shows normalized σH/σY versus distance from the
crack tip, r, for three cases: MSGP (with lref = 5 µm), PSGP (with
l1 = l2 = l3 = lref = 5µm), and classic von Mises plasticity. All finite-
strain, blunt-crack predictions agree beyond the location of maximum
stress in the conventional analysis, but significant differences arise
closer to the crack tip. These findings are consistent with the SGP
model results for a low strength-high work hardening alloy [76]. Spe-
cifically, for MSGP and PSGP compared to conventional plasticity: (1)
crack tip stresses are substantially elevated, (2) a stress maximum is
not evident, and (3) the stress distribution rises with increasing KI.
For the length(s) used, σH from the 3-parameter PSGP model is sub-
stantially higher than that predicted for MSGP. For each model, the
maximum distance of 2.5 to 12 µm ahead of the crack tip where GNDs

significantly influence the stress distribution suggests that SGP plays
an important role in HEAC.
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Figure 8.1: Numerical results of σH/σY versus distance ahead of the blunted
crack tip, r, for the range of KI used in HEAC experiments with
Monel K-500. Theories include: MSGP (l = 5µm), PSGP (l1 =

l2 = l3 = 5µm), and conventional plasticity.

Figure 8.2 shows MSGP-predicted GNDs density (from (8.10)) and
the reduced crack tip profile in the opening (y) direction for each SGP

formulation. The ρS (Figure 8.2a) is determined from (2.8).
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Figure 8.2: SGP predictions for Monel K-500 with lref = 5µm: (a) MSGP
predictions of ρS and ρG for the range of KI used in the HEAC

experiments, and (b) MSGP and PSGP predictions of blunt-crack
opening shape for KI = 15MPa

√
m compared to the profile from

classic plasticity.

For HEAC modeling, crack tip σH is averaged over two distances, 0.1
µm < r < 1 µm and 0.1 µm < r < 2 µm, as justified in the Discussion,
and values are given in Table 2, including results for a low strength
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alloy [76]. KTH from (8.1) is predicted versus EAPP for the PSGP and
MSGP-model values of σH/σY (the average of the 1 µm and 2 µm

intervals of r, Table 2).

Table 2: Large strain FE analysis predictions of σH/σY , at r = 1 or 2 µm
ahead of the blunted crack tip for conventional plasticity, and avera-
ged between the blunted crack tip and r = 1 or 2 µm for two SGP

formulations with lref = 5 µm for Monel K-500 and lref = 7 µm
for AerMetTM100.

σH/σY KI J2 plasticity MSGP PSGP

(MPa
√
m) (r = 1, 2µm) (r = 1, 2µm) (r = 1, 2µm)

10 1.8 , 1.7 2.2 , 2.0 2.8 , 2.5

AerMetTM100 20 1.4 , 1.6 3.4 , 3.1 4.6 , 4.1

(Figure 8.4) 40 0.8 , 1.1 5.5 , 5.1 7.6 , 6.8

80 0.5 , 0.8 8.6 , 8.1 14.0 , 13.2

Monel K-500 17.3 1.5 , 1.8 4.8 , 4.6 8.6 , 7.7

(Figure 8.1) 50 1.0 , 1.1 7.1 , 6.7 16.8 , 16.5

Low Strength [76] 22.4 2.8 , 3.6 10.4 , 9.1 21.0 , 16.0

Results in Figure 8.3a are compared to experimental data for Mo-
nel K-500 in 0.6M NaCl solution [112, 180]. The 3-replicate measu-
rements of KTH at EAPP of -1.000 VSCE are used to determine α,
which equals 6.36 MPa

√
m(at frac H)−1 for PSGP-based σH (8.1σY)

and 37.59 MPa
√
m (at frac H)−1 for MSGP σH (4.7σY). The remai-

ning constants in (8.1) were justified, including kIG of 0.880 MPa
√
m

from γS for Ni [180]. Since CL is 1 to 50 wppm for Monel K-500 in
NaCl solution [112], (1 – CLσ) is essentially 1.0 in (8.4). The PSGP
and MSGP-based predictions of KTH similarly agree with measured
values over a range of EAPP; only α rises as crack tip σH falls. Each α
from the Figure 8.3a fit is used to calculate a CHσ−crit through (8.8)
with KTH and da/dtII measured at EAPP of -1.000 VSCE. The da/dtII
is calculated from (8.2) and the results are given in Figure 8.3b. The
PSGP and MSGP predictions of da/dtII are essentially identical, and
agree with measured da/dtII at a single KI of 50 MPa

√
m [112, 180]1.

1 Filled points in Figure 8.3 represent 100% intergranular HEAC, while open points
with upward arrows show those EAPP that did not produce intergranular HEAC

for the highest-applied KI [180]. The two points at EAPP (�) of -0.900 and -0.800

VSCE were associated with intergranular HEAC attributed to specimen-to-specimen
variability in grain boundary-S segregation. This behavior was captured by higher
α, lower kIG, and lower CHσ−crit than used for the majority of KTH and da/dtII
measurements in Figure 8.3. These parameter changes are consistent with grain
boundary weakening due to S interaction with hydrogen.
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Figure 8.3: Hydrogen decohesion based predictions for Monel K-500 in
0.6M NaCl solution, calibrated by adjusting α in (8.1) to fit
the average of replicate experimental measurements of KTH at
EAPP = −1000VSCE for σH determined by PSGP (solid line,
σH = 8.15σY , α = 6.36 MPa

√
m (at frac H)−1 and CHσ−crit =

407 wppm), as well as MSGP (dashed line, σH = 4.7σY , α =

37.59 MPa
√
m (at frac H)−1 and CHσ−crit = 68 wppm), each

with lref = 5µm; (a) KTH versus EAPP, and (b) da/dtII ver-
sus EAPP. Other parameters are kIG = 0.880 MPa

√
m [180],

DH−EFF = 1 · 10−10 cm2/s [183], and xcrit = 1µm
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8.5.2 AerMetTM100 and FerriumTMM54

The crack tip hydrostatic stress distribution is computed for several
KI relevant to HEAC of AerMetTM100 and FerriumTMM54. Figure 8.4
shows σH/σY versus r for MSGP (lref = 7 µm), PSGP (lref = l1 =

l2 = l3 = 7µm), and classic plasticity. Stresses are given in Table 2,
and show the same behavior as Monel K-500 (Figure 8.1) and a low
strength alloy [76].
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Figure 8.4: Numerical results of σH/σY versus distance ahead of the blunted
crack tip, r, for the range of KI used in HEAC experiments with
AerMetTM100. Theories include: MSGP (l = 7µm), PSGP (l1 =

l2 = l3 = 7µm), and conventional plasticity.

KTH versus EAPP is predicted from (8.1) using crack tip hydrogen
solubility from either the upper bound given by (8.6) and (8.7) or the
lower-bound in (8.6); the results are given in Figures 8.5 and 8.6, re-
spectively. Parts (a) and (b) of each figure show the PSGP and MSGP
results, respectively. Three levels of averaged σH/σY (Table 2) are
examined corresponding to KI of 10 MPa

√
m, 20 MPa

√
m, and 40

MPa
√
m. The kIG is 1.145 MPa

√
m for each steel, and the α

′′
and β ′

are identical to those used for Monel K-500 [180] and steel [170]. This
Griffith toughness was estimated based on maximum modeled γS for
a 100 surface of Fe (3.09 J/m2 [59]) and Poison’s ratio of 0.29. This kIG
yielded a hydrogen-free KIc of 224 MPa

√
m through (8.1), which is re-

asonably higher than the microvoid-defect based KIc (130 MPa
√
m).

However, the precise Griffith toughness for a lath or packet inter-
face in the martensitic microstructure of AerMetTM100 is not known
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[181]. Each SGP prediction is given by a solid plus dashed curve,
and compared to experimental measurements for AerMetTM100 and
FerriumTMM54 [182, 183] 2. For each case examined, an average α is
calculated using the six experimental values of KTH at EAPP of -0.900

VSCE and lower. This regime was selected because hydrogen solubi-
lity is well known through (8.6), HEAC is severe (measured KTH varied
between 9 MPa

√
m and 14 MPa

√
m with an average of 10.5 MPa

√
m,

and with 3 replicate values for FerriumTMM54 are essentially equal
at EAPP of -1.000 VSCE), and HEAC is fully transgranular associated
with martensite interface decohesion [181]. Average α values are gi-
ven in the captions of Figures 8.5 and 8.6. The dashed curves show
the regime of EAPP where the KTH model from (8.1) is expected to
under-predict true KTH for HEAC, as justified in the Discussion.

2 The largest CH−Diff is 6 wppm, and CL is about 0.06 wppm, at the most cathodic
EAPP examined. As such, CLσ is 0.01 atom fraction H for the highest σH/σY of 7.2
and the calculations in Figure 8.5 equate (1−CLσ) in (8.4) to 1.
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Figure 8.5: Predicted KTH versus EAPP from (8.1) for AerMetTM100 and
FerriumTMM54 in 0.6M NaCl, calculated using upper bound
CH,Diff from (8.6) and (8.7), and calibrated by averaging α by
fitting to six KTH values measured at EAPP 6 −0.9VSCE; kIG =

1.145 MPa
√
m for each steel. The σH is estimated from either:

(a) PSGP or (b) MSGP FE analysis at K of 10 MPa
√
m (orange

line: (a) ᾱ = 81.37 MPa
√
m (at frac H)−1 and (b) ᾱ = 161.81

MPa
√
m (at frac H)−1), 20 MPa

√
m (blue line: (a) ᾱ = 8.18

MPa
√
m (at frac H)−1 and (b) ᾱ = 35.64 MPa

√
m (at frac H)−1)

and 40 MPa
√
m (black line: (a) ᾱ = 0.76 MPa

√
m (at frac H)−1

and (b) ᾱ = 2.65 MPa
√
m (at frac H)−1). The σH/σY listed on

each plot increased as KI rose from 10 to 20 to 40 MPa
√
m.
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Figure 8.6: Predicted KTH versus EAPP from (8.1) for AerMetTM100 and
FerriumTMM54 in 0.6M NaCl, calculated using lower bound
CH,Diff from (8.6) and (8.7), and calibrated by averaging α by
fitting to six KTH values measured at EAPP 6 −0.9VSCE; kIG =

1.145 MPa
√
m for each steel. The σH is estimated from either:

(a) PSGP or (b) MSGP FE analysis at K of 10 MPa
√
m (orange

line: (a) ᾱ = 81.37 MPa
√
m (at frac H)−1 and (b) ᾱ = 161.81

MPa
√
m (at frac H)−1), 20 MPa

√
m (blue line: (a) ᾱ = 8.18

MPa
√
m (at frac H)−1 and (b) ᾱ = 35.64 MPa

√
m (at frac H)−1)

and 40 MPa
√
m (black line: (a) ᾱ = 0.76 MPa

√
m (at frac H)−1

and (b) ᾱ = 2.65 MPa
√
m (at frac H)−1). The σH/σY listed on

each plot increased as KI rose from 10 to 20 to 40 MPa
√
m.
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The EAPP dependence of da/dtII is predicted without any adjus-
table constants using independently established DH−EFF [185] and
xcrit [188]; results are shown for upper bound (Figure 8.7) and lower
bound (Figure 8.8) CH,Diff. PSGP (σH = 7.2σY , solid line) and MSGP
(σH = 5.3σY , dashed line) predictions are shown in each plot, and
compared to da/dtII measured at KI of 40 MPa

√
m [102, 181]. Each

CHσ−crit is calculated through (8.8), using the appropriate α from the
Figures 8.5 and 8.6 fits at KI of 40 MPa

√
m, coupled with the average

KTH and average da/dtII measured at EAPP of -1.000 VSCE. Down-
ward arrows represent experiments where KTH exceeded 40 MPa

√
m,

and HEAC was not resolved; all other data are associated with trans-
granular HEAC [102, 181]. The predictions of the SGP-HEAC model in
Figures 8.5 through 8.8 effectively capture the complex dependencies
of KTH and da/dtII over a wide range of EAPP. Quality of fit and
model consistency are considered in the Discussion.
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Figure 8.7: da/dtII versus EAPP predicted from (8.2) with upper
bound CH,Diff from (8.6) and (8.7) for AerMetTM100 and
FerriumTMM54 in 0.6M NaCl. The σH is determined for KI of 40

MPa
√
m using either PSGP (solid line, CHσ−crit = 18867 wppm

for σH/σY = 7.2) or MSGP (dashed line, CHσ−crit = 3056wppm
for σH/σY = 5.3). Other parameters are kIG = 1.145 MPa

√
m.

DH−EFF = 1 · 10−9 cm2/s [185] and xcrit = 1 µm [188]
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Figure 8.8: da/dtII versus EAPP predicted from (8.2) with lower bound
CH,Diff from (8.6) for AerMetTM100 and FerriumTMM54 in
0.6M NaCl. The σH is determined for KI of 40 MPa

√
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using either PSGP (solid line, CHσ−crit = 18867 wppm for
σH/σY = 7.2) or MSGP (dashed line, CHσ−crit = 3056 wppm
for σH/σY = 5.3). Other parameters are kIG = 1.145 MPa

√
m.

DH−EFF = 1 · 10−9 cm2/s [185] and xcrit = 1 µm [188]

8.6 discussion

8.6.1 SGP Impact on Hydrogen Cracking

SGP-enhanced large strain FE analysis results reveal a profound in-
fluence of GNDs on crack tip deformation for technologically impor-
tant alloys. Specific simulation results in Figures 8.1, 8.2 and 8.4 es-
tablish the following effects attributed to MSGP and PSGP compared
to classic plasticity analysis of a blunting crack tip.

Crack tip stresses are substantially elevated, and the crack ope-
ning profile is reduced, due to a high-GNDs density.

σH levels from the 3-parameter PSGP model are substantially
higher than those predicted by the MSGP formulation.

The crack tip stress distribution from SGP rises and broadens
with increasing KI.

GNDs density and σH are elevated over 1 to 20 µm ahead of
the crack tip, suggesting that SGP plays an important role in
hydrogen cracking.
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The maximum in tensile stress with increasing distance from
the crack tip is shifted to within 100 nm or less from the crack
tip by SGP hardening. The magnitude of SGP-elevated σH/σY
decreases with increasing alloy strength.

Regression analysis of the PSGP simulation results (at KI = 20

MPa
√
m, averaged over the two intervals of r for the alloys in Table

2) yields σH/σYS = 6300/σYS (in MPa). The absolute value of crack
tip σH is essentially constant (6300 MPa or ∼0.035E). The bounding
distance where PSGP elevates crack tip tensile stresses falls from 8

µm to 2.5 µm (at KI = 25 MPa
√
m) as σYS rises from 400 to 1725 MPa.

The decreasing impact of SGP with increasing alloy flow strength (as
well as decreasing KI) is consistent with infinitesimal-strain modeling
[28] and explained as follows. Crack tip plastic strain rises steeply as
r approaches the crack tip [101]; the magnitude and bounding dis-
tance of this distribution are reduced as σY rises. Reduced gradient
zone results in lower ρG, and a smaller SGP contribution to Taylor
hardening, while ρS increases for higher strength alloys. These re-
sults show that it is imperative to account for the strain gradient in
continuum modeling of HEAC and IHAC over a wide range of alloy
strengths.

8.6.2 FPZ Definition

A critical distance is required to define crack tip σH to calculate
CHσ through (8.4) da/dtII in (8.2). Classic plasticity equates this
distance to the location of maximum stress [101, 133, 149, 162–169]
, as evident in Figures 8.1 and 8.4. The associated xcrit equals 6 to
13 µm for Monel K-500 at K of 25 to 45 MPa

√
m and 5 to 10 µm

for AerMetTM100 at KI of 30 to 50 MPa
√
m. In contrast, empirical

analysis suggests that xcrit is about 1 µm for alloys of different
strengths and wide ranging KI within Stage II [188]. This shorter
distance is consistent with SGP model predictions of substantially
elevated crack tip stress.

The SGP results suggest that xcrit is the location of the highest
probability of hydrogen-assisted crack formation, governed by inte-
raction of decreasing σH (and decreasing CHσ) with the increasing
number of defect-based initiation sites within the FPZ; each with incre-
asing r. The details of hydrogen-crack formation are not sufficiently
defined to quantify xcrit following the approach used to model cle-
avage [190]. Electron microscopy suggests that HELP concentrates
stress to promote interface HEDE [158]. Speculatively, the number of
crack formation sites scales with ρG and interacts with CHσ to esta-
blish xcrit. For Monel K-500, GNDs density from MSGP is above ρS
for r up to 0.5 µm at KI of 15 MPa

√
m and 2.2 µm at 45 MPa

√
m

(Figure 8.2). Similar behavior is suggested for AerMetTM100, since
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σH is elevated by MSGP for r of up to 1 to 6 µm for HEAC relevant KI
of 10 MPa

√
m to 40 MPa

√
m (Figure 8.4).

8.6.3 Crack Growth Rate Modeling

As a proxy for statistical analysis in HEAC, an average of the two
stress levels in Table 2 was used for each SGP model and KI, and
xcrit was taken as 1.0 µm. Figures 8.7 and 8.8 show measured and
model predicted da/dtII agree precisely for AerMetTM100 at the
most cathodic EAPP examined. Here, for the PSGP case, severe
HEAC is diffusion controlled and the combination of independently
measured DH−EFF and xcrit of 1.0 µm predicts measured da/dtII
through (8.2). Reasonable agreement is observed for Monel K-500 at
the most cathodic EAPP below -1.000 VSCE (Figure 8.3b); however,
xcrit would have to equal 0.35 µm for precise-model agreement with
the single-highest da/dtII. SGP modeling justifies an xcrit of order 1

µm for HEAC, at least within the accuracy and relevance of measured
DH−EFF [191, 192].

The distributions of crack tip σH and ρG from SGP-FE analysis
simulation can improve the accuracy of hydrogen diffusion models
pertinent to HEAC and IHAC. The da/dtII model in (8.2) does not
explicitly include the effects of crack tip stress on hydrogen flux
and dislocation trapping of hydrogen on DH−EFF (typically from
a stress-free hydrogen permeation experiment and approximate
trapping analysis [191]). Sophisticated models address such com-
plications [149, 168, 192]; however, these center on blunt-crack σH
and ρS associated with plastic strain from classic plasticity [101].
In these models, the maximum crack tip σH provides a positive
stress gradient ahead of the crack tip, which increases the flux of
hydrogen from the tip surface to this maximum at xcrit [149, 167,
168, 187]. However, σH monotonically declines with increasing r due
to SGP, at least for distances greater than 100 nm (Figures 8.1 and
8.4); dσH/dr is mildly negative for MSGP and more strongly for
PSGP. The SGP-stress gradient will retard hydrogen diffusion ahead
of the crack tip. Second, the predicted GNDs distribution due to SGP

(Figure 8.2a) should provide dislocation sites for reversible-hydrogen
trapping that reduces DH−EFF within the FPZ. Provided the binding
energy of hydrogen to GNDs structure is known, equilibrium trapping
theory can estimate the effect of a GNDs distribution on the hydrogen
diffusivity distribution relevant to the FPZ [173, 191].

SGP modeling (Table 2) establishes that crack tip tensile stress ri-
ses with increasing KI for the MSGP and PSGP formulations, which
appears to be at odds with KI independent da/dt in Stage II [36,
159]. For example, σH rises from 7.2σYS to 16.7σYS as KI increases
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from 40 MPa
√
m to 80 MPa

√
m for AerMetTM100 (PSGP simulation,

Table 2), but da/dt is constant [102, 181]. The hydrogen-diffusion mo-
del in (8.2) shows that da/dtII depends on CHσ−crit/CHσ; critically,
this ratio is independent of KI since each concentration is amplified
by the same exponential dependence on σH through (8.3) and (8.4)3.
Any KI can be used; however, a lower KI somewhat above KTH re-
duces CHσ. When CHσ is large (∼0.5 to 1.0 atom fraction H), stress
due to lattice expansion from hydrogen in interstitial sites offsets the
lattice dilating impact of σH [137, 193]. This issue is important for
ultra-high strength steel, high KI, and PSGP models (Table 2) where
σH/σY above 9 results in meaningless values of CHσ exceeding 1.0
atom fraction of H in Fe.

8.6.4 SGP-HEAC Model Validation

The results of the present investigation validate the integration of
cutting edge SGP-FE analysis formulations with crack electrochemistry
and two HEAC models to predict material-environment properties,
specifically KTH and da/dtII as a function of environmental hydro-
gen activity. Models, with a single calibration constant, are validated
over a broad range of applied polarization using precise experimental
measurements of these HEAC properties. Particularly good agreement
is reported for a Ni-Cu superalloy (Monel K-500) with cathodic EAPP.
The comparison for AerMetTM100 and FerriumTM54 steels is good,
but hindered by crack mechanics and electrochemical uncertainties
dictated by cathodic to anodic EAPP.

8.6.4.1 Monel K-500

The SGP-based predictions of KTH and da/dtII versus EAPP
quantitatively agree with experimental measurements for a single
lot of Monel K-500 stressed under slow-rising KI in 0.6M NaCl
solution with cathodic polarization. Occluded-crack electrochemistry
was previously detailed [112, 183], as was specimen variability due
to grain boundary S segregation [180]. The one-length-parameter
MSGP and three-term PSGP models of crack tip σH/σY similarly
predict the applied potential dependence of KTH that agrees with
experimental measurements over a range of cathodic EAPP (Figure
8.3a). Moreover, CHσ−crit calculated from KTH-calibrated α predicts
the EAPP dependence of da/dtII that agrees equally well with
experimental measurements for both MSGP and PSGP (Figure 8.3b).
Since only α was calibrated at a single-low EAPP (-1.000 VSCE) to mo-

3 This ratio is determined by calculation of CHσ at any σH (or KI), followed by de-
termination of α in (8.1) and CHσ−crit through (8.8) using the same σH. As a
check for Monel K-500 with CHσ calculated from (8.5) at EAPP = −1000VSCE,
CH/CHσ−crit = 3.25 for σH/σY of 8.15 and CH/CHσ−crit = 3.01 for σH/σY of
4.70. This 10% difference in CH/CHσ−crit is not significant
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del KTH, with all other parameters in (8.2) (α”, β ′, and kIG) justified
elsewhere [180], and since no adjustable parameters were used to
predict da/dtII, the models represented by (8.1) and (8.2) are valida-
ted and consistent. The impact is clear; the wide-range dependence
of HEAC properties on cathodic polarization is predicted with α cali-
brated at a single EAPP. This prediction includes an accurate value of
the technologically critical potential, above which HEAC is eliminated.

Considering classic plasticity for KTH of 17.3 MPa
√
m, σH/σYS is

1.5 at 1 µm ahead of the crack tip and 2.6 at the location (r = 3µm)
of the maximum stress (Figure 8.1). Predictions of KTH versus EAPP
using either of these σH levels agree with experimental values with
α of 209.5 MPa

√
m (atom frac H)−1 (σH/σYS = 1.5 and CHσ−crit of

12.3 through (8.8)) or α of 116.0 MPa
√
m (atom frac H)−1 (σH/σYS

= 2.6 and CHσ−crit of 22.2). These classic plasticity predictions are
essentially identical to the SGP-based results in Figure 8.3a. However,
the stress maximum in the classic plasticity model suggests that xcrit
is 3 to 14 µm, for KI between 15 and 45 MPa

√
m, rather than 1 µm jus-

tified by SGP. As such, classic plasticity-based prediction of da/dtII is
reduced by 3-fold to 14-fold at any EAPP compared to the SGP curves
in Figure 8.3b. While KTH modeling does not distinguish the most
accurate crack tip stress field, the SGP models provide more accurate
predictions of da/dtII compared to classic plasticity. This behavior
is governed by the smaller SGP-based xcrit of 1 µm and supports the
relevance of crack tip stress elevation due to GNDs.

8.6.4.2 AerMetTM100 and FerriumTMM54

SGP-HEAC model predictions of KTH and da/dtII versus EAPP
qualitatively agree with measurements for AerMetTM100 and
FerriumTMM54 stressed under slow-rising KI in 0.6M NaCl solution,
as shown in Figures 8.5 through 8.8. First, absolute values of KTH
at high potentials (> -0.600 VSCE) are accurately predicted using
the single α calibrated at low EAPP (Figure 8.5). In each regime
transgranular HEAC is severe. Agreement is quantiatively strong
for the highest level of crack tip hydrostatic stress from the PSGP
simulation in Figure 8.5a. Second, the window of EAPP between
-0.600 VSCE and -0.800 VSCE, where KTH rises sharply and da/dtII
falls toward zero, is captured, as governed by the minimum in
CH−Diff versus EAPP given by (8.6) and (8.7). Third, reasonable
predictions of da/dtII without any adjustable parameters, using
CHσ−crit calculated from α, demonstrate the consistency of the
HEAC models given by (8.1) and (8.2).

Interpretation of the fit between the various SGP-HEAC model
predictions and experimental KTH and da/dtII measurements is
complicated for the steels. Model assessment is demanding given the
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change in occluded crack chemistry, which accompanies transition
from cathodic to anodic polarization through the OCP of about -0.525

VSCE. Electrochemical analysis of crack tip CH,Diff is uncertain for
EAPP above about -0.750 mVSCE owing to limited crack chemistry
measurements [182]. It is only possible to bound crack tip hydrogen
solubility using (8.6) and (8.7), leading to the upper and lower
bound predictions of KTH (Figure 8.5 and 8.6) and da/dtII (Figures
8.7 and 8.8). The best prediction of the EAPP dependence of these
HEAC properties likely resides between these bounds. Second, the
dashed parts of the predicted curves in Figures 8.5 and 8.6 show
the regime of EAPP where CH−Diff is less than 0.8 wppm and
should promote mixed transgranular hydrogen-cracking and ductile
microvoid fracture [138]. These dashed lines should under-predict
measured KTH since the HEAC model in (8.1) does not capture the
added cracking resistance associated with ductile growth. Third,
KTH and low da/dt are difficult to measure when plasticity at higher
KI gives a false indication of low-rate crack extension from electrical
potential measurement [181]. The variability of measured KTH for
-0.800 VSCE < EAPP < -0.625 VSCE is due in part to this limitation.
Finally, surface reaction may interact with hydrogen diffusion for
EAPP below about -0.750 VSCE [194]. da/dtII from the hydrogen
diffusion model in (8.2) is an upper bound when surface reaction
rate is slow.

Given these considerations, Figures 8.5 through 8.8 establish
that the best agreement between measured and predicted KTH and
da/dtII is achieved over a wide range of EAPP for PSGP-based
σH/σY of 7.2. These figures suggest that σH as low as 6.0σY will
provide similar-good predictions. However, lower crack tip stress
levels (2.1 < σH/σY < 5.3) provide poor agreement between measured
and modeled HEAC properties for either the upper or lower bound
hydrogen solubilities. This behavior differs from the σH insensitivity
of the HEAC predictions for Monel K-500 (Figure 8.3), and is due
to the wider range of EAPP examined for the steels, as well as
the absolute values of CHσ, which can be very high for ultra-high
strength steel. For this high σH regime, the bounded definition
of crack tip hydrogen solubility in (8.6) and (8.7) is affirmed, as
is particularly evident by comparison of the solid line predictions
of da/dtII versus EAPP above -0.800 VSCE in Figures 8.7 and 8.8
(speculatively, crack growth rates for EAPP below -0.850 VSCE are
lower than the hydrogen-diffusion model prediction due to surface
reaction rate limitation [194]). The KTH versus EAPP predictions
are mixed. Upper bound hydrogen solubility provides the absolute
best agreement in KTH for EAPP above about -0.600 VSCE and below
-0.700 VSCE (Figure 8.5a), but the lower bound CH,Diff relationship
(Figure 8.6a) better captures the range of EAPP (-0.770 to -0.585 VSCE)
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where the dashed line defines the lower bound on the variability in
KTH explained by plasticity-microvoid cracking and hindered crack
growth resolution. It is likely that specimen to specimen differences
are amplified for EAPP above about -0.800 VSCE due to the strong
sensitivity of crack tip hydrogen production and uptake to small
changes in: (a) crack surface passivity (reduced by acidification
and Cl− intrusion), and/or (b) the magnitude of crack tip potential
reduction below EAPP (due to increased crack tip occlusion from
microscopic crack path tortuosity and corrosion product deposition)
[182]. Crack chemistry modeling has not yet quantified such effects
on CH,Diff [165].

Considering classic plasticity analysis, the very low σH/σY at xcrit
of 1.0 to 2.0 µm (0.8 to 1.8, Table 2), or at the location of maximum
stress (r = 1.4 to 12 µm, Figure 8.4), provide poor predictions of KTH
and da/dtII versus EAPP. Such predictions are similar to those from
the lower σH/σY SGP models in Figures 8.5 through 8.8, provided
that α is increased to 475 MPa

√
m (atom frac H)−1. Moreover,

xcrit defined based on the σH maximum, predicts da/dtII that
are substantially below measured values. Overall, the comparisons
in Figures 8.5 through 8.8 establish the necessity for high crack
tip σH equal or above 6σY , in order to predict the wide-range
EAPP dependencies of KTH and da/dtII. This result justifies the
necessity for crack tip SGP and relevance of the three-parameter
PSGP formulation. However, this finding is problematic for KTH
modeling because Table 2 shows that σH/σY above 6 is only justified
by the large strain FE-PSGP analysis for KI of 35 to 40 MPa

√
m. It is

necessary to identify the cause of high crack tip stresses, sustained
over r of ∼ 1 µm, for low KI below 20 MPa

√
m.

It is difficult to justify very high crack tip stresses for ultra-high
strength steels using the phenomenological blunt crack SGP approach
per se. First, it is unlikely that the requirement for high crack tip
stresses will be relaxed by changes in other aspects of the HEAC

models. The parameters in the KTH model (α
′′
, β ′, and kIG in

(8.1)) and da/dtII model (DH in (8.2)) were independently justified
[112, 180, 183, 185] and are consistent with the original analysis by
Gerberich and coworkers [137, 170, 186]. Second, li is a primary
uncertainty in the PSGP and MSGP models. A specific value has
not been reported for an ultra-high strength steel with an unrecry-
stallized fine-scale martensitic structure with high interfacial area
[181] and high ρS (1016m−2 [195]) without strain hardening. As
such, an SGP-FE sensitivity study was conducted for a single KI
(20 MPa

√
m). In both SGP formulations, σH/σY (at r < 2-5 µm)

rises as lref increases from 1 to 15 µm (constant lref is assumed
since different weighting for l2 and l3 has little influence in the
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large strain PSGP models [76]). For example, at r = 1 µm, σH/σYS
rises from 2.1 to 3.5 for MSGP and from 1.8 to 3.8 for PSGP, as
li increases from 1 µm to 15 µm. These σH elevations do not
achieve 6 to 7-times σY , extending over r of 1-2 µm, that is necessary
to accurately predict the EAPP dependency of KTH (and da/dtII
for Stage II KI below about 30 MPa

√
m). There is no indication

that alternate values of l1, l2, and l3 yield such high crack tip stresses.

Other approaches predict high crack tip stresses, but only over
distances that are small compared to an xcrit of 1 µm ahead of the
crack tip. As an upper bound, σH from the singular terms of the
plane strain elastic crack tip stress distribution only exceeds 7σY
at r = 1 µm for KI above 33 MPa

√
m; even singular-elastic stresses

are not sufficient. Dislocation free zone (DFZ) models show that
the net crack tip stress field is reduced below the singular-elastic
field [171, 172]. The model represented by (8.1) is based on a DFZ
approach, with the elastic crack tip stress field shielded by a pile-up
of dislocations on a single slip plane coupled with a super-dislocation
to capture “far field” plastic zone [170]. Very high crack tip σH/σY
was predicted, but only sustained over r less than 100 nm [137].

Enhancements to the continuum large strain elastic-plastic SGP-FE

analysis could explain very high crack tip stresses extending ∼1 µm
ahead of the crack tip. The PSGP and MSGP stress fields (Figures 8.1
and 8.4) were calculated for a smoothly blunting crack [101]. SGP har-
dening is likely to be elevated for a geometrically “sharp” or irregular
crack tip with reduced relaxation of the singularity. A tip that blunts
to form a sharp corner could promote locally high stresses not relaxed
by regular-geometric blunting [196]. Tip shape may be controlled by
microstructural enforcement of the HEAC path, typically localized al-
ong austenite grain boundaries in Ni-superalloys and lath-martensite
interfaces in modern ultra-high strength steels. Slip morphology, in-
fluenced by HELP [158], could impact crack tip shape. In situ loading
and concurrent SEM stereo imaging of transgranular fatigue crack
and intergranular HEAC tips demonstrated much less blunting for
the latter [197]. Such research is required to establish the details
of HEAC tip shape evolution over a range of KI, and to build large
strain SGP-based FE simulations of local crack tip stresses and GNDs

density. Alternatively, microstructure-scale stresses can be elevated
by slip morphology, dislocation substructure, and grain-elastic aniso-
tropy [167]. Research is required to integrate local strain hardening
due to SGP-GNDs with microstructure-scale stresses about a crack tip.
This combination could lead to the high stresses and a micro-meter
scale process zone necessary to model HEAC in complex alloys.
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8.7 conclusions

Large strain finite element analysis of crack tip stress, augmented
by phenomenological and mechanism-based strain gradient plasti-
city formulations for a blunt crack, is integrated with electrochemical
assessment of occluded-crack tip hydrogen solubility and hydrogen-
decohesion based damage models to predict hydrogen assisted crack
growth properties. Predictions agree with a robust data base for a
high strength Ni superalloy and two modern ultra-high strength mar-
tensitic steels stressed in an aqueous hydrogen-producing environ-
ment. Conclusions are as follows.

Large strain FE models establish a profound influence of SGP

on crack tip stress and strain; GNDs density increases, crack tip
stresses are elevated but do not exhibit a near-tip maximum,
and crack opening is reduced compared to classic blunt-crack
plasticity.

The impact of SGP decreases with increasing alloy strength, but
in all cases hydrostatic stress enhancement leads to locally high
crack tip hydrogen concentration to enable damage; it is impe-
rative to account for SGP hardening in modeling of hydrogen
cracking.

Integrated SGP, occluded-crack electrochemistry, and HEAC mo-
dels effectively predict the dependencies of threshold stress
intensity and hydrogen-diffusion limited Stage II crack gro-
wth rate on applied electrode potential for Monel K-500 and
ultra-high strength steel (AerMetTM100 and FerriumTMM54) in
NaCl solution with a single calibration constant.

For Monel with cathodic polarization, KTH is accurately pre-
dicted using classic and SGP formulations of stress; however,
Stage II crack growth rate is best predicted by the SGP descripti-
ons that justify a critical distance of 1 µm due to crack tip stress
elevation from GNDs hardening.

For AerMetTM100 and FerriumTMM54, measured and mo-
deled KTH and da/dtII quantitatively agree for cathodic and
anodic potentials, within the bounds of somewhat uncertain
crack tip H solubility, but only for crack tip σH/σY of 6 to
8, which justifies SGP hardening and the relevance of a three-
length PSGP model.

Such high levels of crack tip σH/σY , extending 1 µm beyond
the crack tip, are not sufficiently predicted by PSGP simulation
for low KI typical of KTH for the steels. The necessary-high
stress is speculatively attributed to SGP interacting with crack tip
geometry and/or HELP-sensitive microstructure-scale stresses.
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9
C O N C L U S I O N S

9.1 achievements

A general purpose numerical framework to assess fracture and
damage by means of gradient plasticity models has been develo-
ped. The main classes of SGP formulations have been successfully
implemented, validated and used to address several applications of
particular interest from the structural integrity perspective. Among
the different numerical solutions employed, it is certainly worth
remarking that two novel contributions have been presented. Namely,
(i) an X-FEM scheme for mechanism-based SGP formulations and (ii) a
general purpose FE implementation for gradient theories involving
the plastic spin. The latter rests on two extremum principles and
allows for an accurate modeling of both viscoplastic and rate inde-
pendent material responses incorporating dissipative and energetic
higher order terms. The former builds on MSG plasticity and takes
advantage of its known asymptotic stress singularity to enrich the
numerical solution. The investigation of crack tip fields reveals that
the new enriched framework proposed significantly outperforms the
standard FE solution, avoiding the convergence problems inherent to
large element distortions and identifying a field where the use of the
X-FEM could be of notable relevance.

The robustness of the aforementioned numerical framework is pro-
ven by investigating crack tip mechanics under load levels relevant
to engineering practice, a very computationally demanding problem.
Thus, the role of GNDs in fracture and damage has been thoroughly
examined and the following achievements must be highlighted:

Crack tip fields have been comprehensively characterized
within a finite deformation framework.

A thorough parametric study has been conducted, enabling to
infer regimes where gradient effects are of significant relevance,
as a function of material properties, constraint scenarios and
applied loads.

Predictions from different classes of SGP formulations have been
compared, assessing the outcome on crack tip mechanics of
the different constitutive prescriptions employed to account for
GNDs in continuum modeling.
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The influence on crack tip fields of higher order energetic and
dissipative contributions - a common feature among the majo-
rity of the most advanced SGP models - has been comprehensi-
vely examined.

Hydrogen diffusion towards the crack tip has been modeled
accounting for the influence of GNDs and the important implica-
tions of the results in the understanding of hydrogen embrittle-
ment mechanisms extensively discussed.

A novel SGP-based HEAC model has been developed, which has
proven to be able to quantitatively predict hydrogen cracking
thresholds and subcritical crack growth rates for a wide range
of surface applied potentials.

It is therefore expected that the work developed during the present
doctoral thesis will lead to a rational application of strain gradient
models to serve as basis for prognosis of structural performance.

9.2 concluding remarks

The existence of GNDs ahead of the crack tip has been recognized
since the early days of the development of SGP theories [3]. However,
the role of strain gradients on fracture problems has not been pro-
perly assessed. In this work, crack tip mechanics are investigated by
means of SGP within a finite deformation framework under conditi-
ons relevant for engineering practice. The results reveal a very strong
effect of GNDs that could have important implications in fracture and
damage modeling. Particularly,

Large gradients of plastic strain in the vicinity of the crack pro-
mote local strain hardening, leading to crack tip stresses that are
much larger than those predicted by means of classic plasticity.

Due to the contribution of the plastic strain gradients to the
work hardening of material, crack tip blunting is significantly
attenuated, suppressing the local stress reduction intrinsic to
conventional plasticity predictions. Consequently, the influence
of GNDs increases largely when large strains are accounted for.

The parametric study reveals, for material properties and load
levels of interest for practical applications, a GNDs-dominated
length of several tens of micrometers ahead of the crack and
stress levels that can be up to 20-40 times the predictions of
conventional theories close to the crack tip.

Results reveal a major influence of strain gradients, as the domain
where GNDs significantly impact crack tip fields is of the order of the
critical distance of many damage mechanisms. This is particularly the
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case in hydrogen assisted cracking, where damage nucleates within a
few microns to the crack tip and the hydrostatic stress plays a funda-
mental role. Hydrogen embrittlement has been investigated by means
of SGP by first assessing the role of GNDs in hydrogen transport to the
FPZ and subsequently modeling hydrogen-assisted cracking from a
gradient-enhanced crack tip characterization. The following key is-
sues must be highlighted:

Very high levels of lattice hydrogen concentration are attained
in the vicinity of the crack when GNDs are accounted for in the
modeling. SGP predictions therefore suggest a predominant role
of the HEDE mechanism, as large levels of reversibly-trapped
hydrogen are also likely to be attained close to the crack tip
due to the increased dislocation density associated with large
gradients of plastic strain.

Very promising predictions of the stress intensity factor thres-
hold KTH for cracking initiation and the stage II subcritical crack
growth rate da/dtII are obtained by means of an SGP-based
HEAC model. A quantitative agreement is observed with expe-
rimental data of a Nickel superalloy and a very high strength
steel for a wide range of environmental conditions.

The results of the present doctoral thesis will hopefully contribute
to bridge the gap between macroscopic modeling of cracking and the
atomistic mechanisms of fracture.

9.3 future work

The results highlight the need to comprehensively embrace SGP

theories in the modeling of many damage mechanisms. Hence,
future work will be mainly oriented to incorporate the influence
of GNDs in continuum damage characterization. In this regard, it
is necessary to remark that phenomenological modeling of micron-
scale plasticity is a field in continuous development. Current efforts
are devoted to (i) overcome the physical deficiencies of present SGP

models [18], (ii) explore different forms of the free energy so as to
consistently capture the behavior observed in the experiments [59]
and (iii) link the length scale(s) with the underlying microstructure
[198, 199]. The impact on fracture assessment of novel constitutive
formulations must be investigated with the aim of improving crack
tip characterization.

Encouraging results have been obtained in HEAC modeling when
gradient effects are accounted for, but further research is needed
to gain insight into the understanding of hydrogen embrittlement
mechanisms. Particularly appealing topics for future research are
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the kinetics of hydrogen trapping and the use of hydrogen-sensitive
cohesive zone models under both monotonic and cyclic loading
conditions.

Damage without the presence of hydrogen also deserves particular
interest. Given the size of their domain of influence ahead of the
crack, GNDs will most probably have a profound impact on probabi-
listic cleavage assessment [108] and ductile damage characterization
[105, 106]. Regarding the latter, while a macroscopic yield criterion
has been recently derived to capture size effects in void growth [200],
assessment of practical applications is hindered by the absence of a
complete numerical framework.

Other applications where GNDs are likely to play a major role are
transformation induced plasticity (TRIP) steels (where the strengthe-
ning mechanisms cannot be captured by conventional theories [201])
and metal/ceramic functionally graded materials [202, 203].

A large theoretical and numerical literature has appeared seeking
to encapsulate strain gradient effects into a theory of micron scale
plasticity [22]. However, critical experiments are needed to achieve
a major breakthrough in phenomenological gradient plasticity mo-
deling. There is a strong need to develop novel experimental metho-
dologies that will allow to measure the influence of GNDs in a number
of configurations. In this regard, it seems particularly interesting to
use small scale techniques (such as the Small Punch Test [204, 205]),
which have shown through the years to be a reliable tool for estima-
ting the mechanical properties of metallic materials.
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9
C O N C L U S I O N E S

9.1 logros

Se ha desarrollado un marco numérico de propósito general para
examinar la fractura y el daño a partir de modelos de gradientes de
deformación plástica. Así, las principales clases de formulaciones
SGP se han implementado exitosamente, validado y empleado para
analizar varias aplicaciones de particular interés para la integridad
estructural. De entre las diferentes soluciones numéricas empleadas,
cabe destacar la propuesta de dos novedosas contribuciones. Estas
son, (i) una metodología X-FEM para las formulaciones SGP basadas
en mecanismos y (ii) una implementación de propósito general para
teorías de gradientes que incorporan el rotacional plástico por medio
del método de los elementos finitos. Esta última se basa en dos
principios de extremos y permite una modelización precisa tanto de
un comportamiento viscoplástico del material como independiente
de la velocidad de deformación, incorporando a su vez términos
disipativos y energéticos de orden superior. La metodología X-FEM

se basa en la teoría MSG y toma ventaja de su solución tensional
asintótica para enriquecer la formulación numérica. El análisis de
los campos tensionales en el frente de grieta revela una eficiencia
mucho mayor que la de la solución convencional de elementos
finitos, evitando así los problemas de convergencia inherentes a la
distorsión de los elementos e identificando un campo donde el uso
del X-FEM podría tener una importancia muy significativa.

La fiabilidad del marco numérico mencionado se demuestra con
la modelización de probetas agrietadas bajo niveles de carga rele-
vantes para casos prácticos ingenieriles, un problema muy exigente
computacionalmente. Así, se investiga minuciosamente el papel de
las dislocaciones geométricamente necesarias en la fractura y el daño,
destacando los siguientes logros:

Los campos tensionales en el frente de grieta se han caracteriza-
do exhaustivamente en el marco de la teoría de deformaciones
finitas.

Se ha llevado a cabo un completo estudio paramétrico, permi-
tiendo así identificar las situaciones donde la influencia del gra-
diente es de particular importancia, en función de las propieda-
des del material, la constricción y la carga aplicada.
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Se ha establecido una comparativa entre las prediciones de las
diferentes clases de formulaciones SGP, evaluando la influencia
de las diferentes ecuaciones constitutivas empleadas para incor-
porar el efecto de las dislocaciones geométricamente necesarias
en la modelización de la fractura en el medio continuo.

Se ha examinado minuciosamente la influencia de contribucio-
nes energéticas y disipativas de orden superior - una caracterís-
tica común entre la mayoría de los modelos SGP más avanzados
- en los campos tensionales mas allá de la punta de la grieta.

Se ha modelizado la difusión de hidrógeno hacia la zona de
proceso de fractura considerando la influencia de las disloca-
ciones geométricamente necesarias y se han investigado en pro-
fundidad las importantes implicaciones de los resultados en la
compresión de los mecanismos de fragilización por hidrógeno.

Se ha desarrollado un nuevo modelo que, a partir de las teorías
SGP, es capaz de predecir cuantitativamente el umbral de inicio
del agrietamiento asistido por hidrógeno y la tasa de crecimien-
to subcrítica de la grieta en un amplio rango de potenciales
externos.

Se espera por tanto que el trabajo desarrollado durante la presente
tesis doctoral dé lugar a una aplicación racional de teorías de gra-
dientes de deformación plástica en el análisis de la integridad de
elementos estructurales.

9.2 conclusiones

La existencia de dislocaciones geométricamente necesarias en la ve-
cindad de la punta de la grieta es un hecho reconocido desde los
inicios del desarrollo de teorías SGP [3]. Sin embargo, el papel de
los gradientes de deformación en problemas de fractura no ha sido
evaluado adecuadamente. En este trabajo se investiga el comporta-
miento mecánico en la punta de la grieta por medio de modelos SGP

considerando grandes deformaciones y condiciones pertinentes para
la práctica ingenieril. Los resultados revelan un efecto muy fuerte de
las dislocaciones geométricamente necesarias que podrían tener im-
portantes implicaciones en la modelización de la fractura y el daño.
Particularmente,

La existencia de fuertes gradientes espaciales de deformación
plástica en la vecindad de la grieta promueve un endurecimien-
to local, que se traduce en un nivel tensional mucho mayor que
el estimado por medio de la plasticidad clásica.

El enromamiento de la grieta disminuye significativamente de-
bido a la contribución de los gradientes de deformación plástica
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al trabajo de endurecimiento por deformación del material, su-
primiendo así la reducción local de la tensión intrínseca a las
predicciones de la plasticidad convencional. En consecuencia,
la influencia de las dislocaciones geométricamente necesarias
se incrementa en gran medida cuando se consideran grandes
deformaciones.

El estudio parámetrico desarrollado revela, para propiedades
del material y niveles de carga de interés para aplicaciones prác-
ticas, una distancia mas allá de la punta de la grieta domina-
da por las dislocaciones geométricamente necesarias de varias
decenas de micrómetros. Además, el nivel tensional puede ser
20-40 veces superior a las predicciones de las teorías convencio-
nales cerca de la punta de la grieta.

Los resultados obtenidos revelan una influencia importante de los
gradientes de deformación, ya que el tamaño del dominio donde las
dislocaciones geométricamente necesarias tienen un impacto signifi-
cativo es del orden de la distancia crítica de muchos mecanismos de
daño. Este es particularmente el caso del agrietamiento asistido por
hidrógeno, donde el daño se inicia a pocos micrómetros de la punta
de la grieta y la tensión hidrostática desempeña un papel fundamen-
tal. La fragilización por hidrógeno es por consiguiente investigada
por medio de modelos SGP, evaluando en primer lugar el papel de
las dislocaciones geométricamente necesarias en el transporte de hi-
drógeno hacia la zona de proceso de fractura y modelizando a con-
tinuación el agrietamiento asistido por hidrógeno a partir de una ca-
racterización de la grieta considerando el efecto gradiente. Entre otros
aspectos, las siguientes cuestiones claves del estudio merecen especial
mención:

Se alcanzan niveles de concentración de hidrógeno en la red
muy altos en la vecindad de la grieta cuando se incorpora la in-
fluencia de las dislocaciones geométricamente necesarias en la
modelización. Las predicciones basadas en modelos SGP sugie-
ren por consiguiente un papel predominante del mecanismo de
descohesión atomística, ya que muy posiblemente existan tam-
bién altos niveles de hidrógeno atrapado de forma reversible
cerca de la punta de la grieta a consecuencia de la mayor densi-
dad de dislocaciones asociada a los gradientes de deformación
plástica.

Se obtienen estimaciones muy prometedoras del umbral del fac-
tor de intensidad de tensiones KTH para el inicio del agrieta-
miento y de la velocidad subcrítica de crecimiento de grieta en
la etapa II da/dtII por medio de un modelo de agrietamiento
asistido por el medio ambiente basado en teorías SGP. Así, se
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observa una concordancia cuantitativa con los datos experimen-
tales para un amplio rango de condiciones ambientales en una
superaleación de níquel y en un acero de muy alta resistencia.

Por consiguiente, se aspira a que los resultados de la presente tesis
doctoral ayuden a cerrar la brecha entre la modelización macroscópi-
ca del agrietamiento y los mecanismos atomísticos de fractura.

9.3 trabajo futuro

Los resultados ponen de manifiesto la necesidad de adoptar
sistemáticamente las teorías SGP en la modelización de numero-
sos mecanismos de daño. Así, el trabajo futuro estará orientado
principalmente a incorporar la influencia de las dislocaciones geo-
métricamente necesarias en la caracterización del daño en el medio
continuo. A este respecto, es necesario remarcar que la modelización
fenomenológica de la plasticidad a escala micrométrica es un campo
en continuo desarrollo. A día de hoy, los esfuerzos investigadores
están principalmente orientados a (i) solventar las deficiencas físicas
de los actuales modelos SGP [18], (ii) explorar diferentes expresiones
de la energía libre que permitan capturar consistentemente el
comportamiento observado en los experimentos [59] y (iii) enlazar
los parámetros de escala con la microestructura subyacente [198,
199]. Es preciso investigar concienzudamente el impacto sobre la
evaluación de la integridad estructural de las nuevas formulaciones
constitutivas con el objetivo de mejorar la caracterización cuantitativa
del comportamiento mecánico en la punta de la grieta.

Se han obtenido resultados alentadores en la predicción del agrie-
tamiento asistido por hidrógeno cuando se incorpora la influencia
de los gradientes de deformación en la modelización. Sin embargo,
es necesario un mayor esfuerzo investigador para profundizar en
la comprensión de los mecanismos de fragilización por hidrógeno.
Temas particularmente atractivos para futuros trabajos son la cinética
del atrapamiento de hidrógeno y el uso de formulaciones cohesivas
sensibles a la concentración de hidrógeno, tanto para condiciones de
carga monotónica como cíclica.

La evaluación del daño - sin la presencia de hidrógeno - también
merece especial interés. Dado el tamaño del dominio de influencia
de las dislocaciones geométricamente necesarias mas allá de la punta
de la grieta, éstas posiblemente tengan un impacto muy significativo
en la caracterización probabilística de la fractura por clivaje [108] y
en la modelización del daño dúctil [105, 106]. Al respecto de este
último campo, aunque se ha derivado recientemente un criterio de
plastificación macroscópica para capturar los efectos de escala en
el crecimiento de microhuecos [200], la evaluación de aplicaciones
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prácticas se ve obstaculizada por la ausencia de un completo marco
numérico.

Otras aplicaciones donde las dislocaciones geométricamente
necesarias pueden jugar un papel fundamental son los aceros de
transformación inducida por plasticidad (TRIP) - donde los meca-
nismos de fortalecimiento no pueden ser capturados por las teorías
convencionales [201] - y los materiales funcionalmente graduados de
matriz metálica [202, 203].

Un notable esfuerzo investigador ha ido destinado la formulación
de modelos teóricos y su correspondiente implementación numérica
para incorporar los efectos de los gradientes de deformaciones plás-
ticas en una teoría de la plasticidad para la escala micrométrica [22].
Sin embargo, un avance significativo en el desarrollo de modelos feno-
menológicos de gradientes de deformaciones plásticas requiere de la
realización de experimentos críticos. Así, existe una fuerte necesidad
de desarrollar nuevas metodologías experimentales que permitan me-
dir la influencia de las dislocaciones geométricamente necesarias en
diversas configuraciones. En este sentido, parece particularmente in-
teresante el uso de técnicas de ensayo de miniatura (como el ensayo
de miniatura de punzonado [204, 205]) que han demostrado a través
de los años ser una herramienta fiable para estimar las propiedades
mecánicas de los metales.
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