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Surface roughness is a critical factor influencing the fatigue life of structural components. Its effect is commonly
quantified using a correction coefficient known as the surface factor. In this paper, a phase field based
numerical framework is proposed to estimate the surface factor while accounting for the stochastic nature
of surface roughness. The model is validated against existing experimental data. Furthermore, we investigate
the influence of key parameters on the fatigue life of rough surfaces, such as surface topology and failure

strength. An important effect of surface roughness is observed when the average surface roughness increases
and the correlation length of the surface profile decreases. This effect becomes more pronounced with higher

failure strengths.

1. Introduction

Fatigue failure is recognised as the predominant cause of failure
in load-bearing components [1]. This phenomenon is influenced by
multiple factors, including material composition, manufacturing pro-
cesses, and environmental conditions. Among these, surface finish is
particularly critical, since fatigue cracks often originate at the surface,
where irregularities act as stress concentrators and promote crack
initiation [2]. To address this influence, a correction factor known
as the surface factor (K;) is commonly applied to degrade the fa-
tigue properties obtained from polished specimens. First defined by
Marin [3], the surface factor is typically expressed as the ratio of
the fatigue strength at 10° cycles of a rough specimen to that of a
polished specimen. In the literature, a variety of models have been
proposed to define the surface factor as a function of various properties,
such as surface finish metrics, the type of finishing process, and the
material’s tensile strength. For steels, K| is frequently determined from
the fatigue endurance limit, which typically corresponds to the fatigue
strength at 10° cycles. This definition provides a reference point and
highlights the importance of surface roughness in the high-cycle fatigue
(HCF) regime, as extensively observed [4-13]. However, identifying
an accurate methodology to define K; remains challenging due to the
variety of alloys and machining processes [14].

Several studies have focused on deriving expressions for the sur-
face factor based on experimental fatigue data. In 1946, Noll and
Lipson [15] compiled an extensive dataset on the fatigue strength
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of steels across a range of hardness values and surface conditions.
Their findings have been widely applied [16] and contributed to the
development of empirical formulas for steel subjected to different
machining processes [1]. In 1973, Johnson [17] introduced a diagram
correlating K with both surface metrics and ultimate strength for
machined and ground steel surfaces, highlighting that the effect of
surface roughness is stronger for higher values of ultimate strength and
average surface roughness. A standardised definition of K was later
published in the 1994 FKM guideline [18]. Since then, further research
has explored the interplay between surface roughness and fatigue. In
2003, Itoga et al. [9] investigated the changes in the endurance limit of
very high-strength steels under different surface roughness conditions
using rotary bending fatigue tests. Through experimental studies, Deng
et al. [19] concluded that surface roughness has a more pronounced ef-
fect on crack initiation than on crack propagation. Although these stud-
ies provide a first approximation, the resulting empirical approaches
are often too conservative or limited [11]. McKelvey and Fatemi [20]
analysed the combined effects of surface finish and hardness on the
fatigue behaviour of forged steel, proposing some modifications with
respect to previous studies [15]. Shareef and Hasselbusch [21] high-
lighted that the dataset provided in Ref. [15] is limited to a maximum
hardness of 33 HRC. All of the aforementioned analyses primarily
focus on steel. In contrast, Sinclair et al. [22] reported that the sur-
face roughness has a minimal impact on the fatigue life of titanium
alloys. Moreover, the growing use of additively manufactured met-
als has prompted numerous experimental studies, emphasising surface

Received 19 March 2025; Received in revised form 24 April 2025; Accepted 3 May 2025

Available online 20 May 2025

0142-1123/© 2025 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


https://www.elsevier.com/locate/ijfatigue
https://www.elsevier.com/locate/ijfatigue
https://orcid.org/0000-0001-7657-2388
https://orcid.org/0000-0002-1562-097X
mailto:emilio.martinez-paneda@eng.ox.ac.uk
https://doi.org/10.1016/j.ijfatigue.2025.109044
https://doi.org/10.1016/j.ijfatigue.2025.109044
http://creativecommons.org/licenses/by/4.0/

S. Jiménez-Alfaro and E. Martinez-Paiieda

International Journal of Fatigue 199 (2025) 109044

Nomenclature

a,b Coefficients in Basquin’s law

ACF Autocorrelation function

b External volume force

d, Length of a 1D profile sample where ACF is
evaluated

E Young’s modulus

f Fatigue degradation function

g Degradation function

G, Critical energy release rate

H History variable

Hopin Threshold of the history variable

Kic Fracture toughness

K Surface factor

3 Phase field length scale

cor Correlation length

¢ lrwin Irwin’s characteristic length

¢ mesh Characteristic finite element length

M Number of simulations in the statistical
sample

ME Relative margin of error

n outward normal vector

N Number of points on the real surface

N, Mean of the statistical distribution of cycles
to failure

N; Number of cycles to failure in the
simulations of the statistical sample

Ng.oq Point in Basquin’s law

R Stress ratio

R Autocorrelation matrix

R, Average surface roughness

Ry Root mean square roughness

s Standard deviation

t Time

t External tractions per unit area

u Displacement vector

u, Displacement field when the stress
amplitude equals the endurance limit

a External applied displacement

u Velocity vector

w Dissipation function

w Gaussian white noise

X Initial position of the nodes in the mesh of
the polished surface

z Deviation in the normal direction of a set of
points in a real surface from its nominal
form

a Fatigue history variable

o Endurance threshold

max Maximum value of fatigue history variable
in the loading cycle

@ Cumulated fatigue history variable

& Material parameter in the fatigue
degradation function

r Crack surface

£ Strain tensor

£, €11 €711 Principal strains

Ap Lamé coefficients

v Poisson’s ratio

o Fracture (critical) strength

o, Stress amplitude

e Endurance limit

ol Endurance limit of the polished specimen

or Endurance limit of the rough specimen

ouLT Ultimate strength

¢ Phase field variable

78 Strain energy density

Ve Elastic strain energy density

lI/: Tensile (undamaged) strain energy density

Vo Compressive (undamaged) strain energy
density

v Fracture energy density

Q Domain of the solid

09 Contour of the solid

0,2 Contour of the solid where external
tractions per unit area are applied

0,2 Contour of the solid where external

displacements are applied

roughness as a key factor in the fatigue behaviour of these materials
[23-25].

A number of studies have modelled surface roughness as a series
of microscopic notches, deriving expressions to estimate the surface
factor with improved accuracy. Initially, a static stress concentration
factor K, was introduced in 1961 by Neuber based on fracture me-
chanics principles [26]. However, since K, is known to provide very
conservative results, it was modified through the application of semi-
empirical expressions, such as the one suggested by Peterson [8,27].
This approach has been utilised in a semi-analytical framework [8]
or in conjunction with finite element analysis of the measured surface
topography [10,14]. However, although these methodologies are highly
accurate in estimating K,, their reliability in estimating the impact
on fatigue relies on empirical approximations that fail to account for
the wide variety of surface finishes and materials influenced by this
phenomenon. In 1983, Murakami et al. [28] introduced a model to
predict the fatigue strength of components with small defects, based
on geometrical parameters. Despite its limitations, this model has been
successfully applied to investigate the influence of surface roughness on
fatigue performance [7,29]. Moreover, Vayssette et al. [12] applied the
Crossland criterion to estimate the endurance limit of rough metallic
surfaces. However, this expression relies on additional parameters that
need to be experimentally calibrated [30].

An alternative to these semi-analytical techniques is the application
of a continuum damage model (CDM) [31] combined with a topo-
logical representation of the material’s microstructure. In this kind
of models, widely employed to predict crack initiation and propaga-
tion [32], a damage variable is introduced to describe the material
degradation. The extension of CDMs to the analysis of rough surfaces
has been applied to various phenomena, including fretting wear of
rough Hertzian contacts [33], crack nucleation in line contacts [34],
tensile tests on steel with low average surface roughness [11] and
rolling contact fatigue [35]. However local CDMs are known to be
mesh-dependent due to the loss of ellipticity of the governing equa-
tions [32,36]. This issue can be addressed by introducing a gradient
term into the formulation, as demonstrated in the well-known phase
field model for fracture [37,38]. Phase field fracture formulations can
be extended to fatigue by introducing a fatigue degradation function
that diminishes the fracture energy over cycles, depending on a cyclic
history variable [39,40]. This concept was extended to the HCF regime
by Golahmar et al. [41], and it has been experimentally verified and
successfully applied in the literature; for example, to predict hydrogen-
assisted fatigue crack growth [42]. Despite its applicability, the phase
field fracture model has not been applied to study the effect of surface
roughness in fatigue failure, although an initial application for static
fracture in adhesive contact problems with embedded roughness was
successfully assessed [43].
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As mentioned above, a key aspect in the numerical study of sur-
face roughness is the design of a mesh that accurately reproduces
the surface topology, which is inherently stochastic [44]. Several ap-
proaches have been proposed in the literature. The simplest technique
involves a sinusoidal pattern, requiring real surface measurements to
ensure accuracy [35]. Some researchers have applied optical profilome-
ters (e.g. a white light interferometer [14]) to measure the surface
topology and use these measurements to construct the mesh [12,14].
However, this approach is limited by the small number of specimens
analysed and does not account for the stochastic nature of rough-
ness. An alternative approach considers microstructures generated by
Voronoi tessellations [11,33], with randomly extruded nodes defining
the roughness profile. However, this method does not capture the cor-
relation length of real profiles [44] and depends on average roughness.
Also, other metrics such as root mean square roughness, are more
effective in fatigue analysis, as they better represent the most critical
defects found on the workpiece surface [45]. Moreover, accurate results
are obtained only if the grain size is known [11], once again relying on
optical measurements (planimetric method). Recently, Loth et al. [44]
introduced a novel methodology for generating rough profiles in 3D
surfaces. The tool has been successfully applied in optics [44], and it
is based on a stochastic distribution that accounts for the correlation
length of the surface profile. In this context, the main objective of
this paper is to develop a novel numerical framework able to describe
the effect of surface roughness, especially in the HCF regime. The
proposed model builds upon the state-of-the-art phase field approach
for fatigue fracture introduced in Ref. [41], and integrates it with the
stochastic meshing strategy for rough surfaces presented in Ref. [44].
The key novel contribution of this work lies in the integration of these
two methodologies into a unified numerical framework that enables
a direct and quantitative analysis of the relationship between surface
topography, material properties, and fatigue life. To the best of the
author’s knowledge, our work is the first to numerically establish a
relationship between metrics of surface roughness, material properties
and fatigue life (surface factor). This brings new insight into how much
the fatigue life is reduced for a given surface roughness and material
properties, without the need for extensive and costly experimental
campaigns. The paper is divided as follows. Section 2 describes the
numerical model developed. Section 3 presents the results obtained.
The first part verifies the newly developed computational framework
against experimental data from the literature, while the second presents
the evolution of the surface factor with respect to key parameters.
Section 4 outlines the main conclusions of this study. Finally, Appendix
provides further details on the process for determining the surface
factor and the computational cost of the tool.

2. A computational model for predicting fatigue life of rough
specimens

The numerical framework presented in this section integrates a
phase field model for fatigue fracture with a meshing tool designed
for rough specimens. The fracture model, detailed in Section 2.1,
includes an additional function within the phase field formulation to
characterise the degradation of fracture toughness over loading cycles.
Meanwhile, the roughness-generation tool, described in Section 2.2,
accounts for the stochastic nature of surface roughness, enabling the
specimen geometry to be defined based on commonly used roughness
profile metrics.

2.1. A phase field model for fatigue fracture

In the phase field model for fracture, the crack is represented by a
smooth, continuous scalar variable ¢, referred to as the phase field,
which is akin to a damage variable, and ranges between 0 (intact
material) and 1 (fully broken material). A key condition of the model is
the monotonic growth of ¢, expressed as ¢ > 0. Introducing a damage
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variable makes the problem computationally tractable. It allows the
work to create a crack interface I' to be expressed as a volume integral
in the variational form of Griffith’s criterion, instead of a surface
integral [46]. Hence, in a volume 2 € R° (§ € 1,2,3), bounded by
the external surface 02 € R%~!, with the outward normal vector n,

/GCdSz/y/f(qﬁ,Vqﬁ)dV, €))
r Q

being (¢, Vo) the fracture energy density. Consider that Q is sub-
jected to a cyclic body force b, a cyclic traction per unit area t on
0,2, and a cyclic imposed displacement @ on 0,2, such that Q2 =
0,22U0,. The solution (u, ¢), where u represents the displacement field
of the solid, is governed by the principle of energy balance, which is
satisfied when the internal power of the system is equal to the external
power [40]. This can be written as follows,

/u‘/(e(u),qﬁ,V(ﬁl&)dV—/ t-udS—/b~i1dV=0, )
Q 02 Q0

with the vertical line used to distinguish between the current state
variables (u, ¢, V¢) and the cumulated fatigue history variable a. This
notation emphasises that & is treated as a known parameter during
the evaluation of Eq. (2), while the other quantities are considered as
the primary variables. In Eq. (2), the internal energy density of the
solid, y(e(u),p, V¢ | a), is defined as the sum of two distinct terms:
the elastic energy density, y,(¢, £(u)), and the fracture energy density,

Wf(¢! V¢ | a):
w(e),d, Vo | @) =y (d, e(w) + v (¢, Vb | @), 3

where £(u) is the strain tensor, that is defined assuming small deforma-
tions,

e(u) = % (Vu+VT). @

The elastic energy density, v, (¢, (u)), represents the stored energy in
the solid. It is divided into two components [47] to prevent compressive
strains from contributing to crack nucleation or propagation,

W (@, £(w)) = gy} (e(w) + w3 (e(w), )

el

where the index 0 denotes the undamaged state of the elastic energy.
Various energy splits have been proposed in the literature [41]. The
one applied in this paper is the no-tension energy split introduced
in Ref. [48], originally developed for masonry-like materials, as it
provides a detailed and physically-consistent modelling of metallic
fatigue in the HCF regime [41]. Thus, the no-tension split is expressed
as in Ref. [49],

. A 2 2 2 2
if e >0, 5(51+511+5111) +ul(e]+er, +er,).

: 2
elseif e +ver >0, 3

+u (e + ver )+ (e + VElu)z) >

(51 +erg +2v51”)2

Yeo = Yelse if (I =v)e;+ (e +€177) >0, ©)
A 2
m((l—v)e,+v(6”+£]”)) s
else 0,

if €,;,;,>0, 0,

. E 2
elseif e;p+ver >0, ey,

and W—0:<else if (1-ve;+vle;;+ey) >0, %)
el
E

2(1 —v2)

else % (61 +eg +5111)2 tu (E% +‘9%1 +‘€%n>’

2 2
(7, + €7, +2verien).

being ¢;;; < €;; < ¢; the principal strains, (4, ) the Lamé
coefficients, and v denoting Poisson’s ratio.

In Eq. (5) the function g(¢) represents the degradation function. This
function must satisfy the following conditions:

g0 =1, g1)=0, and g'(¢)<0. ®
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In this paper, a quadratic degradation function

8@ = (1 - ¢)? )

is selected, as it is commonly established in the literature [40,41].
On the other hand, the fracture energy density y;(¢, Ve | @) is
defined as

w(ep)

G
V9 10 = f@ys (UL

+f|V¢|2> (10)

where G, is the critical energy release rate, the function w(¢) is the
dissipation function, which satisfies w(0) = 0 and w(1) = 1, and the
coefficient ¢, is defined as ¢, = fol Vw(s)ds. Various definitions of
w(¢) and c,, have been proposed in the literature. One of the most
widely used ones is the AT1 model [50], which assumes an initial
elastic phase with no damage (¢ = 0), followed by a damaged phase
where ¢ evolves until complete damage (¢ = 1),

w(@)=¢ and c,=2/3. an

In this model, the so-called phase field length scale # can be defined as
a function of Irwin’s characteristic length ¢.;,, obtaining

p3, _3EG (12)
8 Irwin 80‘%
where E is the Young’s modulus and o, the fracture strength [51].
There are several definitions in the literature for the fatigue degra-
dation function f(a) [40], which characterises the reduction in fracture
toughness as a function of the cumulated fatigue history @. In this
paper, the so-called f,(a) function is employed [41],

2
fr@ = ( —f) , 13)
T

where @ is a material parameter that can be obtained through cali-
bration with experiments. An estimation of this parameter is defined
considering a point of the S-N curve (N, 0). This point preferably
corresponds to low stress amplitudes, where the macroscopic behaviour
is linear elastic and the S-N curve exhibits a single slope [41],

Gp= —— a4

The exponent n proposed in Ref. [41] depends on the slope of the S-N
curve, which can be approximated using Basquin’s law ¢ = aN~%.

n=C;(1/b)+C,, (15)

where the coefficients C, and C, are calibrated in Ref. [41] for different
degradation functions and phase field approaches. In this paper C; =
0.5 and C, = —0.13 for the f,(@) degradation function and the AT1
model.

The so-called cumulated fatigue history variable a is defined incre-
mentally. Hence, for a time step i,

a; = a;_; + Aw;, (16)

considering that &, = 0. Then, the increment in the cumulated fatigue
history variable Aa is defined following Ref. [41], to account for (i) the
slope of the S-N curve, (ii) the endurance limit and (iii) the effect of
the stress ratio R between the minimum and the maximum stress in
the loading cycle (6,,,/c,

max

1-R 1-R

Aa = <M> Heaviside ( max <M> - ae> . a7
20, 7€[0,t] 2

In Eq. (17) the parameter «,, is defined assuming the AT1 problem, a, =

ﬁ and used to add dimensional consistency. The energy endurance in
the S-N curve q, is defined as a local variable a, = eo(e(ue)), where u,
represents the displacement field in the solid when the stress amplitude
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of the loading cycle equals the endurance limit ¢,. An initial approxi-
matlon of this parameter can be computed by assuming a 1D problem,
@, = 5%. However, this initial value might be too conservative for
geometries with significant stress concentrators. Finally, a,,,, is defined
as the maximum fatigue history in the loading cycle, corresponding to
the maximum damaged positive strain energy density stored in the solid
during the cycle: a,,,, = g(qﬁ)u/;'o(e(u)) [40,41].

Applying standard arguments of variational calculus in Eq. (2), the
following mechanical problem is obtained

V-e+b =0 in Q, 18)

c-n=t on 0,2, 19)

together with the displacement boundary conditions and the following
damage problem
G f@) (w Gt -
¢ @H+ <M - fv2¢> ~2L9g Vi@ =
2¢,, 20 2¢,

where H is the so-called history variable, that is defined as

in 2, (20)

H = max {ng[%{;] wh (em), Hmin} . (21)

being H,;, = % for the AT1 model. Note that in this formulation,
the energy split is applied only to the damage evolution problem,
the so-called hybrid approach [52]. The numerical application of the
PF model is achieved using the Finite Element Method (FEM) and
a staggered scheme. At each time step f, an iterative procedure is
initiated. First, the displacement field u' at iteration i is computed while
keeping the damage variable fixed, i.e., ¢' = ¢'~!. Subsequently, the
damage variable ¢’ is updated while holding the displacement field
u' constant. This process is repeated until convergence is achieved,
which is determined by the condition |¢' — ¢'~!| < Tol, where Tol is
a tolerance that must be defined according to the specific problem (in
this paper, Tol = 107%). It should be noted that the first iteration, i = 1,
uses the damage variable from the previous time step ¢ — 1.

2.2. A stochastic tool for generating numerical surface roughness

Surface roughness refers to the deviations in the normal direction z
of a real surface from its nominal form. It is commonly characterised
using various metrics, with the average surface roughness (R,) and
the root mean square roughness (R,) being the most widely used. The
definitions of these parameters are frequently represented in a discrete
form for a given sample of N points on a real surface [53]:

N
1

Ra=ﬁ§|z~|, and R, =% 27 22)

In the model introduced in Ref. [44], the rough profile is obtained

deviating a given set of N points on the mesh of the smooth (polished)

surface (see the green points of Fig. 1(a)). The deviation vector z is

defined following a Gaussian stochastic procedure:

2=[2p, .52 Zy] = Ry LW, (23)

where w is a Gaussian white noise variable (a vector of size N) that is
calculated using a random number generator. This generates different
rough profiles, as the ones highlighted in the blue points of Fig. 1(a).
The matrix L (size NxN) is obtained from the Cholesky decomposition
of the autocorrelation matrix in the distribution R = LL”. Each term
of R is calculated as

2
‘xol' - ij‘
202

cor

R;; =exp|- s 24)

being x, the initial position of the nodes in the mesh of the polished sur-
face. The parameter # ., denotes the correlation length that represents
the characteristic spacing between surface features. It is determined
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Height deviation, z(z)

0 Horizontal direction, x

@ Polished mesh @ Roug

mesh 1 @ Rough mesh 2

(a) Surface profile

1.00 ACF.=0.9
0.75
0.50

. ACF =1/e

= 025 ACF =0.2
0.00
—0.25

o (02 69) T
(b) ACF

Fig. 1. Analysis of the rough surface topology in a 1D profile. In (a) two examples are represented in blue colours. The green points represent the smooth surface. In (b) the
autocorrelation function (ACF) is represented, highlighting the three criteria proposed for determining the correlation length.

as a certain threshold z of the autocorrelation function (ACF) using
various criteria. The most notable ones found in the literature are
represented in Fig. 1(b) and include: (1) the value of z at which the
ACF decreases to 10% of its initial value [54], (2) the value of 7 at
which the ACF equals 1/e [55], where e is the Napier constant [56],
and (3) the value of 7 at which the ACF reaches 0.2 [57]. In this paper,
these options are analysed to identify the most suitable criterion. The
ACF for a one-dimensional profile sample of length d, is written as

fod" z(x)z(x — 7)dx
/de z2(x)dx

where d, depends on the roughness level, as different levels require
varying sampling resolutions. Reference threshold values are specified
in the ISO/FDIS 2190-3 standard [58]. For instance, d, = 500pum
is recommended for R, values between 0.1 pm to 2pm. To minimise
stochastic errors, multiple ACF measurements are typically performed.
Standards also specify the required sample size for each roughness
level, defining a length L, over which d, should be measured as many
times as possible [58].

Note that, since surface roughness follows a Gaussian distribution,
either R, or R, can be used as inputs for the tool, as they are related
by R, ~ 1.25R, [59], highlighting the versatility of this numerical tool.

The stochastic nature of the mesh implies that the results should
be analysed based on stochastic principles. First, although the mesh
topology is designed to follow a Gaussian distribution, this does not
necessarily apply to the phase field results. To address this, at least
M =30 samples are analysed in each case, ensuring a sufficient sample
size to support the assumption of a Gaussian distribution according
to the Central Limit Theorem [60]. Second, a minimum confidence
interval of 95% is established as a criterion for determining the sample
size. Accordingly, a relative margin of error (ME) is calculated using
the fatigue life obtained for each of the rough profiles in the sample
N; =[N s Ny Npagls

ME[%] = MN - 100 (26)
N

ACF(r) = (25)

where N, is the expected value of N, and s(N) is the standard
deviation of N . In this paper, the sample size is estimated such that
M > 30 and ME < 5%. Thus, Fig. 2 shows the flowchart for calculating,
for a given stress amplitude ¢,, the number of cycles to failure N, of
a rough specimen with roughness metrics R, and 7. Initially, the
mesh of the specimen is defined by assuming its surface is smooth,
without roughness. This step enables the definition of vector x,, and
therefore the calculation of matrix R applying Eq. (24). Subsequently,
an iterative process is performed, which concludes when a minimum
of 30 iterations is reached, and the ME < 5% condition is satisfied. At
each iteration k, the vector z, is obtained applying a different white
noise vector w, as described in Eq. (23), which creates a rough mesh
for the specimen. Then, the phase field fracture model described in

Section 2.1 is applied to obtain the value of N,. Finally, the mean
of the N Tk values, denoted as N 7518 calculated. It is important to note
that the results obtained from this numerical framework are therefore
inherently non-deterministic.

The numerical framework developed in this work has been imple-
mented using FEniCSx, an open-source FEM software [61], and uses
also Gmsh, an open-source 3D finite element mesh generator [62].
The codes developed are made freely available to download at https:
//mechmat.web.ox.ac.uk/codes.

3. Results

This section is divided into two parts. In Section 3.1 the results
provided by the model are compared with experimental data from the
literature. In Section 3.2 the correlation between the surface factor and
key parameters is established. Throughout the analysis, the boundary
value problem shown in Fig. 3 is used as in Ref. [11]. The experiments
involve tension—compression fatigue with a load ratio R = —1. Due to
the small thickness of the specimen, plane stress is assumed.

The material adopted is AISI 4130, and its mechanical properties
are summarised in Table 1. The Young’s modulus (E), Poisson’s ratio
(v), and ultimate strength (oy;p) are sourced from Ref. [11], while
the fracture toughness (Kjc) is obtained from Ref. [63]. Note that the
critical energy release rate G, as used in Egs. (10) and (12), is related
to Kj¢ following the well-established relation G, = KI2 /E under plane
stress conditions.

For brittle materials, the fracture strength, also named as tensile
strength (o.) directly corresponds to oy 1. In metals, however, oy 1 is
typically defined as the maximum engineering stress observed during
testing, which coincides with the onset of significant reduction in the
specimen’s cross-sectional area. This parameter does not represent the
true fracture stress, which is higher than oy; r and is often unavailable
due to the complexities in accurately adjusting the triaxial stress state
at fracture in tensile specimens [64]. To address these limitations, the
magnitude of o, reported in Table 1 has been adjusted to align with
the experimental S-N curve determined for the polished specimen [11],
where the stress amplitude at the specimen’s inner surface (s,) is
related to the number of cycles to failure (N ) This adjustment is
represented in Fig. 4. Then, the phase field length scale ¢ is calculated
applying Eq. (12) for the AT1 model. Notably, o, exceeds oy . Further-
more, the endurance limit ¢, indicated in Table 1 is also taken from
Fig. 4. Hence, the endurance limit o, is defined as the fatigue strength
at 10% cycles, as in the experimental work [11]. The parameter ar is
calculated using Eq. (14).

C

3.1. Comparison with experiments

As stated in Section 1, the surface factor is the primary parameter
used to quantify the effect of surface roughness on the fatigue life of
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’Build mesh assuming a polished specimen‘

’ Define surface roughness (R, Lcor) ‘

[Obtain matrix R following Eq. (24) |
l Iteration k =1
Mﬁ For a given o,, estimation of N; |

k > 307
ME < 5%7?

k
Ny = %Zj:l Ny;

| Compute a new Gaussian white noise variable wy, ‘

| Obtain z; following Eq. (23) |

’ Build mesh assuming a rough specimen ‘

—{Compute Ny, using the phase field fracture model‘

Fig. 2. Computational framework flowchart for determining the number of cycles to failure (N ) of a specific rough specimen under a given stress amplitude o,, with characteristic
roughness parameters R, and 7.
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Fig. 3. Geometry of the problem. Dimensions, in mm, taken from Ref. [11]. The applied distributed force is denoted as q.
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Fig. 4. S-N curve of the polished surface. Comparison with experiments [11].
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Table 1
Mechanical properties estimated for the AISI 4130 steel.
E [GPa] v oyr [MPa] K [MPa \/5] G, [MPa m] o, [MPa] Z [mm] o, [MPa] ar
200 0.3 530 60.5 0.018 687 2.9 263 8210~
T 107 ""~—--_-_
— O . 8 ] ~o
O ~
k3! <
& A Singh et al. (2019) T~
O J
S 0.6 ®  Johnson (1973)
(S
— .
=z I Numerical

02 05 08 1.5

<
N

32 64 128 255 50.8

Average surface roughness, R, [pm]

Fig. 5. Comparison of the calculated surface factor to empirical results found in the literature [11,17].

materials. It is defined as

of

K, = é 27)
where ¢} and oF represent the endurance limit of the rough and
polished surfaces (the latter being listed in Table 1). These variables are
calculated following the procedure outlined in Appendix. Fig. 5 com-
pares the values of K obtained for AISI 4130 across different R, values.
For each R,, a range of possible values for K, is shown (blue range
in Fig. 5), accounting for a correlation length (7., ) between 10 and
100 pm (typical values [65,66]), as well as the inherent randomness of
the phenomenon. Notably, the size of these ranges generally increases
for larger values of the average surface roughness R,, since the effect
of the correlation length becomes more significant (as assessed in Sec-
tion 3.2) and the stochastic nature of surface roughness becomes more
pronounced. The figure also shows the experimental results reported
by Singh et al. [11] for R, = 0.5 and 1.5pm, as well as the empirical
estimates of Johnson [17] for the remaining R, values. It is worth
noting that the experimental data consistently fall within the estimated
range. Furthermore, as R, increases, the empirical estimates tend to
align with the upper bound of the range, which corresponds to larger
correlation length values.

The model’s accuracy improves significantly when the correlation
length is known, as in the case of the experimental results from [11],
where the roughness profile is available, see Fig. 6(a). Based on these
measurements an initial estimate of the ACF can be made, see Fig. 6(b).
However, this is only a first approximation, since according to standard
ISO/FDIS 2190-3, the length of the measurement domain to correctly
capture the profile for R, = 0.5 and 1.5 pm is larger (d,, is about 500 um,
as discussed in Section 2.2).

Table 2 presents the estimated correlation length values based on
the three criteria outlined in Section 2.2, along with the corresponding
experimental K; ¥ and numerical K™™ estimates of the surface factor.
The results indicate that the best approximation is obtained using the
ACF = 0.2 criterion, yielding a relative error of less than 1%. Notably,
this criterion aligns with the ISO 25178 standard [57].

3.2. The surface factor as a function of key parameters

One of the open questions in the literature is to quantify the surface
factor (K,) as a function of several key parameters: the surface topology

and the tensile strength. The numerical model proposed in this paper
provides the opportunity to generate novel operation maps. To achieve
this, the problem outlined in Fig. 3 is considered, along with the
range of values for R,, ¢, and o,. The range selected for R, is
0.2,0.5,0.8,1.5,3.2,6.4,12.8,18,25.5,35 and 50.8 um. It is based on the
one studied by Johnson [17], with some modifications. First, values
of R, < 0.2pum are excluded, as the effects of roughness are considered
negligible for these values according to ASTM standard [67,68]. Sec-
ond, two of these values are adjusted to include R, = 0.5 and 1.5 um,
the roughness values studied by Singh et al. [11]. Finally, additional
values of R, = 8, 18 and 35um are included to better capture the
evolution of K, with respect to R,. On the other hand, the range
for ¢, is based on other proposals in the literature [65,66], ¢, =
10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 pm. For the tensile strength o, the
limits are inspired in Ref. [17], o, = 687,920, 1225 and 1530 MPa.

By modifying the key parameters indicated above, the meshing
of the numerical model is also affected, particularly in the edges of
the specimen, where surface roughness is located and therefore crack
nucleation is expected [11]. As a general rule, the minimum element
size defined at the specimen boundary 7., must satisfy 5¢,., =
min (£, ), based on the limits established for the stochastic rough-
ness model [44] and the phase field model for fracture [69]. Thus, ¢4,
is changed when modifying ¢, and o,, the latter being related to #
through Eq. (12). As an example, Fig. 7 illustrates how the mesh and
the number of elements change when it is controlled by #.,.. While the
focus of this work is on 2D plane strain problems, the framework can be
readily extended to 3D by applying the method described in Section 2.2
across the entire boundary surface.

In the numerical simulation, the failure of the specimen begins at
the stress concentrators generated by the surface roughness, where
small cracks nucleate and propagate into the interior of the specimen,
as shown in Fig. 8. This analysis is a force-controlled test, and therefore
the number of cycles to failure is determined by the cycle in which
catastrophic failure occurs, characterised by a sudden attainment of
¢ =1 1in a large fraction of the specimen.

Due to the stochastic nature of this phenomenon, a single simulation
per case is insufficient to obtain a reliable result, as illustrated in Fig.
9(a), which shows the number of cycles to failure N, for two different
roughness levels R, = 0.8 and R, = 50.8 pm. To compare both cases in
the same graph, a stress amplitude of ¢, = 340 and o, = 230 MPa is
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Table 2

Surface factor obtained for the surface profiles defined in Ref. [11] for R, =0.5 and 1.5pm.
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Fig. 9. Evolution of N, and ME in a sample for R, = 0.8 and 50.8 um, ¢, = 20pm and o, = 687 MPa.

applied for the R, = 0.8 and R, = 50.8 pm cases, respectively, ensuring
that the average number of cycles to failure is approximately 3000
cycles. This allows highlighting the differences in variability induced
solely by the roughness parameter. In both cases, we assume 7, =
20pm and o, = 687 MPa. In this context, to ensure the reliability of
the results, it is worth measuring the margin of error of the sample,
see Eq. (26), which decreases as the sample size increases, as observed
in Fig. 9(b). To achieve a Gaussian distribution in the results, at least
30 simulations per case are performed (as indicated in Section 2.2),
ensuring a margin of error below 5%. As shown in Fig. 9(b), this
requirement is met in all cases with 30 simulations.

Fig. 10, a key result of this work, shows the influence of surface
topology on the surface factor. This map has been built by running
110 case studies (with 30 simulations per case study) corresponding
to the range of 7, and R, discussed at the beginning of this section.
In Fig. 10(a), the evolution of K, is represented as a function of
?.r and R,. The biggest values (closer to 1), which indicate a lower
influence of roughness on the fatigue life of the specimen, correspond
to larger ¢, and smaller R, values. Conversely, the smallest K, are
obtained for smaller 7, and larger R, values. The smallest K, values
attained reach approximately 0.5, which aligns with the minimum
values empirically estimated in the literature [17,20]. On the other
hand, Fig. 10(b) shows the evolution of the sample’s margin of error.
It is observed that for large 7., and large R,, the margin of error is
higher, while it is nearly negligible for small average roughness values.
This implies that as roughness increases, the stochastic characteristics
of the problem become more critical, making it easier to obtain vary-
ing results. Consequently, considering a larger sample size becomes
essential. Interestingly, Fig. 10(b) shows a clear increase in the margin
of error for R, > 8 um, particularly at larger correlation lengths. For
R, < 8pum, the influence of roughness on fatigue is smaller, as the
coefficient K, remains between 0.8 and 1 (see Fig. 10(a)), resulting in
a very small margin of error. This shift highlights the growing impact
of surface features at higher roughness levels.

The stochastic nature of the roughness phenomenon can also be
observed in Fig. 11, where K| is represented as a function of the cor-
relation length for the selected range of the average surface roughness.
It is evident that K does not follow a smooth evolution with respect
to 7., and R, due to the presence of the margin of error, which is
depicted as a range of possible values for each studied point. For small
roughness values, it is observed that beyond a certain 7, the effect of
roughness becomes negligible.

The order of magnitude of R, seems to play a significant role in
the criticality of surface roughness, as shown in Fig. 12, where K|
is represented as a function of R, for several values of 7 .. Larger
R, leads to lower values of K;. In fact, for R, on the order of unity,
the surface factor exhibits small variations and remains close to 1.

cor?

However, for R, values on the order of ten, the effect of R, becomes
more critical, reducing the surface factor to minimum values of 0.5.
Notably, K, = 0.5 implies that the fatigue strength at 10° cycles of the
rough component is reduced by half compared to the same polished
specimen, representing a significant change in design conditions.

In the literature, several authors have proposed estimations of K|
as a function of the manufacturing process [1] or material properties,
particularly the ultimate tensile strength [17,20]. In this paper, the
influence of fracture strength is studied using the values proposed
above, ¢, = 687,920, 1225 and 1530 MPa. First, it is necessary to modify
the fatigue test used to estimate the endurance limit of the polished
surface for each of these values, as the change in one of the material
properties affects the estimation of the endurance limit 65. Assuming
that modifying o, does not change the slope of the S-N curve, the
parameter a of the Basquin’s law is adjusted through a small benchmark
test: by applying a certain stress 6, = a; N ‘i”, the expected number of
cycles to failure N, should match exactly the one used to define the
imposed load, N, = N,;. Table 3 presents the obtained values of the
phase field length scale ¢, the coefficient a, the coefficient ay, and the
endurance limit o, for each o, in the range. These values are also used
in the test of the rough specimen. Interestingly, the parameter « is the
same for o, = 1225 and ¢, = 1530 MPa. This is uncommon but can occur
due to the small variation in the coefficient a compared to the other
cases. This may reduce the accuracy of the model, as it assumes that
a change in the fracture strength does not modify certain parameters
(like b), and the model is not fitted with any real polished S-N curve.

Fig. 13(a) shows the evolution of the surface factor with R, for
three different values of o.. For R, values on the order of unity, a
very small dependence of K, on o, is observed. However, for high
roughness values, a change in o, can significantly reduce the surface
factor. The criticality of this parameter becomes negligible for high o,
values. In fact, between o, = 1225 MPa and o, = 1530 MPa, the effect
is so small that several points overlap due to the randomness of the
phenomenon. These conclusions were also observed in Ref. [17] with
respect to oy p, leading to the conclusion that the largest variations
occur at high roughness and low strength levels.

The effect of fracture strength is shown for two very different rough-
ness values in Fig. 13(b), highlighting the error margins. In general,
no significant changes in randomness are observed as o, increases.
On the other hand, as mentioned earlier, between 687 and 920 MPa,
a more noticeable reduction is observed; however, beyond 920 MPa,
the changes become negligible and are influenced by the effect of
randomness.

The tool presented in this study estimates the effect of surface
roughness on high-cycle fatigue. The accuracy of these estimations
improves with additional data on material properties and roughness
characteristics, including correlation length and average roughness.
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Table 3

Table of material parameters for different values of o,.
o, [MPa] 687 920 1225 1530
a [MPa] 485.9 960.22 1660 2075
o, [MPa] 263 521 902 1126
ar 82x107* 7.47 4234 4234
¢ [mm)] 2.9 1.62 0.91 0.58

However, when certain parameters, such as correlation length, are
unavailable, reasonable approximations can be made. As discussed in
Section 1, additively manufactured materials are particularly sensitive
to surface roughness, which is strongly influenced by the manufacturing
process. For instance, in Laser Powder Bed Fusion (LPBF), typical R,
values range from 18 to 21 pm [70]. According to the map in Fig. 10(a),
for an ultimate strength of 530 MPa, the surface factor for R, between
18 and 21 pm falls within the range of 0.56 to 0.84, with an average
value of 0.7. Notice that the same range for the correlation length has
been chosen, based on the values reported in [71,72]. This estimate
closely aligns with the experimental findings reported in Ref. [70],
which examines the fatigue behaviour of additively manufactured 316L
stainless steel manufactured by LPBF with an ultimate strength of 587
MPa. Experimental data indicate that for an as-built surface with R,
between 18 and 21 um, failure at 10° cycles occurs at an applied stress of
o = 133 MPa, corresponding to a surface roughness factor of 0.77—Iless
than 10% deviation from the averaged value predicted by our tool.
Another application where the surface topology becomes very critical
is in the fatigue life of specimens and components that have been sub-
jected to pitting corrosion. In Ref. [73], the effect of pitting corrosion on
the fatigue life of R5 steel specimens was experimentally investigated,
considering pits with an average size of 50 ym. In comparison to non-
corroded specimens, the fatigue strength at which specimens failed at
107 cycles decreased from 390 to 300 MPa. In Ref. [74] a typical value
of £, = 300-400 pm is reported for R, ~ 50 pm, obtaining an average
reduction from 390 to 348 MPa under those conditions; i.e., a difference
of 16%. Notice that the difference with experimental values is higher
in this example because R5 has an ultimate strength of 1018 MPa, and
the estimation is provided through the map in Fig. 10(a) for a steel of
our = 530 MPa.

4. Conclusions

This paper presents a new computational framework for predicting
the fatigue life of rough components in the high cycle fatigue (HCF)
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regime. Its main advantage is that it requires only basic parameters
of the roughness profile while accounting for the stochastic nature of
the phenomenon under study. Among other capabilities, it allows for
the estimation of the surface factor, the most widely used parameter to
quantify the influence of roughness on fatigue. Key findings include:

» Model predictions are in very good qualitative and quantitative
agreement with the experimental literature. The accuracy is very
high when the roughness profile is known (i.e., a correlation
length and an average surface roughness). According to the results
of this study, the 0.2 criterion for defining the correlation length
provides the best agreement with experimental results. When the
correlation length is unknown, the model is capable of providing
a range of values that approximate the experimental findings.

A surface vs fatigue life operational map has been established,
showing a very good agreement with experiments. In this paper,
the tool has been applied to steel, as it is the most extensively
studied metal in terms of surface roughness and has the most
available data, allowing for a thorough validation of the compu-
tational framework. However, the model can also be applied to
other metals, such as aluminum, revealing the behaviour of new
materials under rough surface conditions, making it a valuable
design tool.

The analysis shows that a small correlation length and a high av-
erage surface roughness increase the severity of the phenomenon,
potentially halving the fatigue strength of the component. On
the other hand, increasing the fracture strength reduces the sur-
face factor, although this effect becomes negligible as the tensile
strength rises above a certain level.

The study effectively incorporates the stochastic nature of sur-
face roughness, demonstrating how randomness affects sample
results and how to obtain reliable outcomes while incorporat-
ing this inherent characteristic of rough surfaces. To account
for this, the tool generates rough profiles following a Gaussian
distribution. Although the current approach relies on explicit
modelling of roughness, future implementations could benefit
from incorporating statistical frameworks—such as weakest link
models.

The computational approach presented offers a robust methodology
for estimating the surface factor across various applications where
surface roughness plays a particularly critical role. In this study, specific
estimates are provided for the reduction in fatigue strength at one
million cycles in the contexts of additive manufacturing and pitting cor-
rosion. These estimations align well with established experimental data
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from the literature. Moreover, the tool could be applied to generate an
accurate numerical database for a machine learning model to predict
the effect of surface roughness in metals, reducing the need for costly
experimental data.
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Appendix. Further details of numerical analysis

One of the key aspects of this study is the determination of the
endurance limit (fatigue strength at one million cycles, according to
the material properties for AISI 4130 reported in Ref. [11]). One of
the main challenges in fatigue analysis is its high computational cost,
as indicated in Table A.4. This cost increases when considering rough
specimens for two reasons: (i) the number of mesh elements increases,
and (ii) the stochastic nature of the phenomenon requires multiple
simulation runs to obtain reliable results. For instance, determining the
number of cycles to failure (with an average of 37000 cycles) under
an applied stress of 270 MPa for a rough specimen with R, = 1.5pm
and an average of 45880 elements requires approximately 25 h of
computation. If 30 specimens are needed, obtaining just a single data
point would require a total simulation time of one month.

Since this would significantly hinder the study, an alternative and
reliable approach is proposed to reduce the computational cost. As
shown in Fig. A.14, the model reproduces parallel curves when rough-
ness is implemented. This approach is realistic and accurate in the HCF
regime, as the effect of plasticity is negligible [11]. Therefore, for a
given roughness level, the stress corresponding to an average of 3000
cycles will be used for the calculation of ¢, applying the Basquin’s law
(see Section 2).

Data availability

Data will be made available on request.

Table A.4
Table with computation times for a rough and a polished case. For the roughness case,
o, =687 MPa and ¢, = 30 ym are considered.

Case Elements o, [MPa] N, Computation time [h]
R, = 1.5pm 45880 270 37425 25.73
Polished 30524 340 3000 38.8
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Fig. A.14. SN curves for R, =0.5, 1.5 pm. Comparison to experiments [11].
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